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Al at IN2P3

David Rousseau (IJCLab), Alexandre Boucaud (APC) with
E— inputs from the IN2P3 Al community E—




Disclaimer

e Overview of Al activity at IN2P3
o based on May 2022 survey of projects : 55 answers !
o not claiming to be exhaustive

e st part: broad overview with a few typical examples from IN2P3
e 2nd part: survey answers and remarks
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https://accelconf.web.cern.ch/ipac2019/papers/wepts006.pdf

Rubin/LSST
Euclid

Photometric redshift estimation with Convolutional Neural Networks and galaxy images
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Detector level inference on images
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https://arxiv.org/abs/2202.09964

Detector level inference on images

Variational Auto Encoders

Rubin/LSST
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deep generative model that performs deblending: it isolates galaxies from overlapping projections to
enable accurate shape measurement



https://arxiv.org/abs/2005.12039

Detector level inference on images
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Multi-head convolutional neural network with attention mechanism
and novel kernel design for dealing with hexagonal pixels
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https://hal.archives-ouvertes.fr/hal-03043188

Detector level inference on semi-structured data

tracking at the LHC
Graph Neural Networks
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https://indico.cern.ch/event/1103637/contributions/4821831/

Projection

Detector level inference

Calorimetry at the LHC  Convolutional Neural Network
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https://webthesis.biblio.polito.it/15937/1/tesi.pdf

Detector level inference jet calibration

ATLAS : E and M jet calibration from 21 characteristics variable using DNN with LPSC
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https://indico.cern.ch/event/1159431/contributions/4869468/attachments/2453604/4204879/QT_update_05_2022.pdf

Event level inference
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https://www.cppm.in2p3.fr/~coadou/Work/talks/CPPM_ATLAS_phy_0605.pdf

Event level inference

Convolution NN

APC
KM3NeT Graph NN Virgo/LIGO

GeV-TeV Neutrino event
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Event level inference

Belle2 Graph Full Event Interpretation
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https://indico.in2p3.fr/event/22938/contributions/93158/attachments/63073/86647/graFEI_16_03_at_v2.pdf

Generator Models for Simulation
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http://cdsweb.cern.ch/record/2630433

Euclid

Generator Models for Simulation

Variational
Autoencoders

deep generative model conditioned to physical galaxy parameters,

able to generate galaxies given input properties (e.g. size, flux, bulge to disk ratio)
taken from real distributions (catalogues)

arXiv:2105.12149 with contrib. from APC
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https://arxiv.org/abs/2105.12149

IPHI Injecteur de Protons a Haute Intensité, CEA Saclay

Accelerator physics

Dense Neural Networks
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Train a surrogate model to interpolate between experlmental scans
=then use the model to optimise working point

also : Advanced Accelerator Control Day @ IJCLab June 21 2022
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https://indico.ijclab.in2p3.fr/event/8496/
https://tel.archives-ouvertes.fr/tel-03497446

Aparté: the very first Al HEP paper was @ IN2P3!

Computer Physics Communications 49 (1988) 429-448
North-Holland, Amsterdam

e 1987 : NN for tracking and calo
NEURAL NETWORKS AND CELLULAR AUTOMATA

clustering in Delphi @ LEP IN EXPERIMENTAL HIGH ENERGY PHYSICS
e Bruce Denby still active (not HEP, B. DENBY

prOfessor at U Sorbonne, |nst|tut Laboratoire de I'Accélérateur Linéaire, Orsay, France

Langevin Ondes et Images): “silent Received 20 September 1987; in revised form 28 December 1987

speech” (analysis of ultrasonic video of
the tongue)

e 1992 JetNet Peterson, Rognvaldsson
(Lund), Lonnblad (CERN) (~500
citations) really started NN use in HEP

e End of 90ies : Al winter




Al at IN2P3 overview




Survey ran end of May 2022
Expected one answer per “project”

55 answers

Not quite exhaustive, but provides
input for a cartography to be
detailed in the future

IN2P3 ML Survey
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Physics topics
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Main Al themes

event-level inference
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reconstruction/identi...
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Input data type
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Al techniques

Wide range of expertise in the diversity
of ML techniques used at IN2P3, with an
accent on deep learning

Boosted Decision Trees is commonly
used in particle physics and
underrepresented here

BDT

dense NN

recurrent NN

graph NN
transformers

GAN

adversarial NN (not G...
VAE

Simulation Base Infer...
bayesian Inference
bayesian NN

other

I °

. 27

I 14
9
—E

3
I 7
I 4
. 5

I 18

0 10

20

30

23



Resources




Computing resources

Whole range of resources used, from local
to national
"Other" represents the other data centers
(Fr or international) and cloud resources
such as AWS or Azure
Expected evolution
o more projects
o more detector level inference (more
channels=more complex models)
o more complex models (on same kind of
input data, general Al trend)
o = more resources needed in the future
(still hard to quantify)
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ML frameworks

Note : TMVA (ML package in Root) is still
widely used, underrepresented here)

scikit-learn

XGBoost

TMVA

Tensorflow

Pytorch

other
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Preferred “cheap” action

Compstat IN2P3 project
o has 15k€ to support training and
networking actions
o paused during pandemic

These are the preferred actions =

Send eng/phys
to Al conference -

Inviting a CS
collaborator to your
lab

Inviting a CS
collaborator to physics
workshop/conference

Inviting a CS collabor...
experiment site (e.g. ...

other
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Publications

e Physics paper (with Al technique) in physics journal / conference (a few
paragraph on the Al technique)

e Book contrib

e Methodology papers (about the Al technique) :

o in physics journal/conference

o indedicated journal (Computing and Software for the Big Science, Machine Learning Science and Technology)

o indedicated Al (or computing) and HEP conferences (Advanced Computing and Analysis Technigues,
Connecting The Dots, CHEP,), or parallel session of usual physics conference (ICHEP, EPS)

o in“pure” Al journal/conference (NeurlPS, ICML,ICLR): very difficult

e Difficult to have an overview of IN2P3 production, would be useful for a
cartography of Al at IN2P3
o  Maybe have the equivalent of https://iml-wg.github.io/HEPML-LivingReview/ for IN2P3 authors ?
e Lack of public datasets (slowly changing) hampers publication of methodology

Papers (especially true for PP, less for cosmology)
e Lack of incentive w.r.t. other countries
o non-negligible work to write/produce the methodological paper in addition of the physics one

e Hopefully changing with more PhD and postdocs (next slide)
28


https://indico.cern.ch/event/1106990/
https://indico.cern.ch/event/1103637/
https://www.jlab.org/conference/CHEP2023
https://iml-wg.github.io/HEPML-LivingReview/
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Human resources

Recent increase of manpower (see full list of ANR and PhDs in the report)

26 recent or on-going ML PhDs reported
o startdate:1in2017,3in2018,4in 2019, 5in 2020, 8in 2021, 5in 2022
o including 4 Computer Science PhD, and 2 physics PhD with CS co-supervision

9 ANR JCJC and PRC (=>post-docs) :
o 1in2018,3in 2019, 1in 2021 4in 2022
1 ERC Starting
other calls (local or experiment)
= former PhD students with a deep experience in Al “on the market”,
however may be deterred by salary gap with industry and the winding path
to permanent position in academia
CPJ with Al emphasis
CNRS/IN2P3 CR recruitment (CID 55 sciences et données)

29



Workshops organlsatlon

BAYESIAN DEEP LEARNING
FOR

COSMOLOGY AND GRAVITATIONAL WAVES

RIS CENTER FOR C S WORKSHOP SERIES

from April 19 to
April 29, 2022

Institut Pascal, Université Paris-Saclay
Orsay

\YESIAN DEEP LEARNING
FOR

COSMOLOGY AND TIME DOMAIN ASTROPHYSICS #2

IN2P3/IRFU Machine Learning workshop

ASTROPARTICULE & COSMOLOGIE (APC) - PARIS, FRANCE

JUNE 20-24, 2022

26-28 sept. 2022

APC, Paris
Fuseau horaire Europe/Paris
1 e French Al workshops
el e International Al workshops in France
e International Workshops outside of France :

e IN2P3 participation not as high as it should be

22-23 janv. 2020 . .
CCIN2P3 o lack of incentive? 30

Fuseau horaire Europe/Paris


https://astrodeep.net/workshop2022/
https://indico.in2p3.fr/event/27507/
https://indico.ijclab.in2p3.fr/event/5999/

Schools

School of Statistics

Machine Learning pour informaticiens

21-25 sept. 2020
Orsay

Fuseau horaire Europe/Paris

IN2P3 School
of Statistics 2022

_ May 16-20 Carry-le-Rouet
IN2P3 School
of Statistics 2021

January 18-29 Vijrtual School

IN2P3 School
of Statistics 2018

May 28 - June 01 - La Londe Les Maures, France

25-29 jiin ZQ'IB Mnrsetlle “(France)
SR
)


https://indico.in2p3.fr/event/26179/
https://astroinfo2021.sciencesconf.org/
https://indico.in2p3.fr/event/21325/

(sorry hardly readable : for each topic the lower

Preferred “free” action

the bar the more important)

Most requests

@)

@)

@)

website listing available resources
(computing resources, tutorials, etc...) (to
be done)

several day school (done)

tutorials (some exist, by product of
schools)

several day in-person workshop (done)
one day topical workshop (starting)

Spontaneous suggestion (several times)

@)

expert helpdesk ...

Selr-tutoring witn on-l...
self-tutoring with on-I...
one week in person d...
online 1h seminars (b...
online 1h seminars (b...
one day detailed disc...
online code walk thro...
online journal club ab...
several day in person...

web site listing availa...

=)

n

10

15

20

o)
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Challenge, Open Data

Featured Prediction Competition

PLAsTiICC Astronomical Classification
Can you help make sense of the Universe?

&‘ LSST Project - 1,089 teams - 4 years ago

~

TrackML Particle Tracking r
High Energy Physics particle tra(;‘l\(Thg~in7,QERN7a

{ TrackML Throughput Phase
1\I"ﬁ':k Organized by VictorEstrade - Current server time: June 21, 2022, 2:52 p.m. UTC

Reward $15,000

$25,000

Prize Money

$25,000

Prize Money

PLastiCC (LSST
Supernova luminosity
curve classification)
TrackML (particle
tracking at LHC)

spur attention of data
scientists worldwide
long lasting dataset and
evaluation metric
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SWOT

Strength
o data science is at the core of IN2P3
o large labelled datasets
o accurate simulators
o relatively easy access to computing resources for training
Weakness
o Al competence is not easy to acquire
o  specific semi-structured data not suitable for off-the-shelf tools
o difficulty to recruit Al-capable post-docs or engineers
Opportunities
o HEP specificities mean opportunities for specific Al developments,
potentially interesting for other science
o  HEP « prestige » helps to attract Computer Science collaborators
Threats
o  publication pace slow/difficult in HEP big collaborations compared to Al world (and smaller
collaborations)
o lack of incentive at IN2P3 for dedicated publication/workshop contributions

34



Conclusion

Diversity of Al activity at IN2P3

IN2P3/CEA ML workshop @APC, 26-28 Sept 2022 registration and call for contribution are

opened
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https://indico.in2p3.fr/event/27507/
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