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Introduction

 Two main actors: LCG-France and DOMA-FR
 LCG-France

 IN2P3 project
 French component of Worldwide LHC Computing Grid

 Represent France in WLCG bodies and meetings
 Our sites are part of the WLCG infrastructure and must implement WLCG services and technical solutions as a production facility
 We participate to WLCG (or HEPiX) working groups and task forces 

 DOMA-FR
 IN2P3 project
 Data Organisation Management and Access is a working group setup by WLCG and HSF (open to other organisation or disciplines) for HL-LHC computing R&D
 DOMA-FR coordinates French DOMA contributions

 HEP Software Fundation, HEPiX, France-Grille, ….
 DPM collaboration: France is part of this collaboration focused on a grid storage solution 
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LCG-France

Tier 1: WLCG MoU ~98-99% availability/reliability requirements 

Tier 2: WLCG MoU ~95% availability/reliability requirements 

Tier 3: not part of MoU but in practice good availability/reliability   
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LCG-France : HR 
 As a production infrastructure, the service relies on the site and service administrators
 Relatively stable overall but some Tier 2 sites are at the limit of what we consider sustainable, i.e. ~ 1-1.5 FTE with two or more persons.
 Several persons will retire in the coming years
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LCG-France : protocole d’accord 2018-2022
 Tier 1 CC-IN2P3: funded by IN2P3/CNRS et IRFU/CEA
 Protocole d’accord 2018-2022 for  IN2P3 sites funding Tier 1 CC-IN2P3: funded by IN2P3/CNRS et IRFU/CEA
 Protocole d’accord 2018-2022 for  IN2P3 sites funding

Texte du PA
Objet:

Schéma financier

https://atrium.in2p3.fr/nuxeo/nxfile/default/ec97d349-37de-4c91-a0a4-1db92cc0e8e9/files:files/0/file/Convention_LCG-France_2018-2022-final.pdf
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LCG-France : protocole d’accord 2018-2022
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LCG-France 
 Protocole d’accord 2018 – 2022  – summary

 A Tier 2 site can have a one time funding (e.g. CPER) and later renew hardware at 30% of the cost – to encourage seeking funding
 The budget split by experiment at Tier 1 is ~ fixed, Tier 2s define their policies

 Main results from this period:
 No real funding problems
 External funding worked well for some of the Tier 2s: total of 250-300k€ / year. Fluids sometime paid by hosting entity: ~ 150k€ / year.
 Sites work well, better than average and well within the MoU requirements
 We have maintained our global share of resources and complied with the goals in the “protocole d’accord”
 Good participation in working groups / task forces : Middleware Readiness, Network and Transfer Metrics, CREAM CE migration,  French perfsonar task force….
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Global share of Tier 1s
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Global share of Tier 2s
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LCG-France : immediate future

 We have to define / negociate a new “protocole d’accord”
 Experiment shares at Tier 1?
 Lab support for the Tier 2s ? (funding, personpower)

 Expected experiment requests for Run 3 are not compatible with flat budget
 In particular LHCb
 Arbitration?

 Two French sites have decided to stop:
 LPSC: retirements / leaves in IT division, end of external funding:  ALICE + ATLAS
 SUBATECH: retirements, change in ALICE team
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Networking

 Our network is mostly provided by RENATER, with the “last mile” sometime provided by local network
 except for LAPP that is connected to CC-IN2P3 via regional network

 Two dedicated networks:
 LHCOPN: connects Tier 0 (CERN) and Tier 1s, provides dedicated links e.g. for data export  → 100Gb/s for CC-IN2P3
 LHCOne: more general LHC (and beyond) private network with Tier 0, Tier 1s and Tier 2s → 2x100Gb/s for France

 Traffic is expected to grow significantly in the next few years and very much for HL-LHC. We have shared a calendar of required upgrades with RENATER.
 RENATER has severe financial difficulties, not clear if the entire required upgrade program can be achieved in a timely manner.
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R&D towards HL-LHC
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Working group participation
 System performance and Cost Modeling

 Evaluate cost of HEP workflows and TCO of the computing infrastructure for a given Computing Model. Two of the main contributors from France.
 DOMA – Access

 Data distribution and access: Data Lake, caches
 ALPAMED test bed (CPPM, LAPP, LPC, LPSC)
 Convenership

 Archiving – Data Carousel – DOMA Tape Challenges
 Intensive use of tape for production campains, optimisation of tape usage
 Optimisation of tape system at CC-IN2P3

 Benchmarking and Accounting
 Replace “SPEC” based performance evaluation of compute servers by community workflow based score
 Two contributors + sites to run benchmarks


 DOMA – Third Party Copy
 DOMA Data Challenge
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France-Grille

 FG is the National Grid Infrastructure within EGI
 Most FG sites are WLCG sites

 WLCG has been using EGI services and solutions since the beginning
 Cooperation:

 Common workshop, presentations at LCG-France workshops
 Participation and presentations at Journées SUCCES and JCAD co-organised by FG
 Merged FG operation meeting with LCG-France technical meetings
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Link with HPC in France

 WLCG uses many HPC machines in the US and EU, either via dedicated allocation or opportunistically. 
 We did not manage to establish this connection in France.

 There was an ATLAS prototype at IDRIS but usage restrictions did not allow for complete automation. We could not work around the policy of resource allocations that does not have the concept of year-long allocation
 FITS project: see Éric’s talk
 We presented the HEP workflows in the hexascale HPC project working groups on “applications”, in particular the specific needs of remote data access at large bandwidth
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“Feuille de route du numérique”

 MESRI and CNRS have developed their computing roadmap in the last several year.
 One particular worry is that they push for Regional Data Centers that would host the computing resources of Education and Research for an entire region and only projects hosted there would in the end be eligible for state funding (e.g. CPER)

 It would be very impractical to “nurse” a Tier 2 that would be located dozen of km away !
 There are labeled DC in Marseille and Strasbourg, not located on the same campuses as the lab but not too far away.

 CC-IN2P3 is labeled as a National Center
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Perspectives and risk assessment
 Need to sign a new “protocole d’accord” but uncertainties:

 Fixed exp. Share makes difficult to follow actual needs
 Cost of computing hardware (currently stable or rising, while Computing Model planned on decrease), delivery delays (short term)
 Cost of electricity
 Funding of network upgrades
 Level of funding for Tier 2s, mainly rely on external fundings for growth (CPER, FEDER, …)

 Several retirements of site administrators in the next few years, need support from the lab and IN2P3/CNRS to maintain the level of efforts
 R&D for HL-LHC did not make any real breakthrough in term of cost reduction
 The Computing Model relies on tape as a cheap(er) storage but the global market has lost key players and so is no longer very competitive
 Possible divergence between WLCG and EGI (solutions, timescales)
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Questions ?
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Backup slides
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LCG-France : experiments supported
Site ALICE ATLAS CMS LHCb Site ALICE ATLAS CMS LHCb
T1 CC-IN2P3 ✔ ✔ ✔ ✔ GRIF_IPNO ✔

GRIF_IRFU ✔ ✔ ✔

T2 CPPM ✔ ✔ GRIF_LAL ✔ (✔) ✔

T2-GRIF ✔ ✔ ✔ ✔ GRIF_LLR (✔) ✔ ✔

T2 IPHC ✔ ✔ GRIF_LPNHE ✔ (✔) ✔

T2 LAPP ✔ ✔

T2 LPC ✔ ✔ ✔

T2 LPSC ✔ ✔

T2 Subatech ✔

T3 IPNL ✔ ✔
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Reliability / availability : average for 2021

Being decommissioned
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Network
LAPP
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LCG-France : management

 Bi-weekly meetings (staggered):
 Technical coordination:  relays informations from WLCG, EGI and the experiment computing operations, organises middleware migrations, setup specific interest groups, etc…
 Steering board:  computing policies and organisation, budget, WLCG and experiment policy, long term evolutions of computing models, R&D, French and European political context, etc…

 Executive Board: very infrequent
 Journées LCG-France: 4 half-days, twice a year
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