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Overview

• Review of software projects with a strong participation of 
IN2P3

• We present 11 projects from different domains : HEP, astro, 
nuclear physics, medical physics grouped in 3 categories
– Simulation
– Data processing and analysis
– Workload, data and metadata management 

• Not a detailed review 
• We will not cover those projects already presented in the 

thematic sessions
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Simulation

• Long-term involvement of IN2P3 in the development of Monte-
Carlo simulation software

• Today, 3 main simulation projects around Geant4
– Geant4

• Toolkit for MC simulation transport of particle in matter 
– Geant4-DNA 

• Specialized in the interactions of ionizing radiation with the 
biological medium

• Fully integrated in Geant4
– GATE 

• Developed on the top of Geant4/Geant4-DNA
• Specialized in medical imaging and radiotherapy applications

• Very good synergy among the 3 projects
• Responsibility role of IN2P3 staff with the 3 spokespersons 
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Simulation

• nptool
– Specialized in the simulation and data analysis of low energy (0-

1 GeV) nuclear physics experiments
– Also based on Geant4

• Smilei
– Simulation of plasmas
– Using the Particle-In-Cell (PIC) method
– Massively parallel code 
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The Geant4 project
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The Geant4 project
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The Geant4 project
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The Geant4-DNA project
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The Geant4-DNA project
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The Geant4-DNA project
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The Geant4-DNA project
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The Geant4-DNA project

12



The GATE project
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The GATE project
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Research engineer just recruited at 
LPC for 3 years (IN2P3 funding) 



The GATE project
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The GATE project
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• A new major release of GATE 10. will be published in about 1 year
• Complete refont of C++ classes with Python encapsulation for a more flexible user 

interface and a better compatibility with all analysis codes written in Python



The nptool project
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The nptool project
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The nptool project
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The Smilei project
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The Smilei project
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The Smilei project
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Data Processing and analysis

• Toward common software solutions for multiple experiments/ 
communities 

• ACTS (A Common Tracking Software)  (HEP community)
– Experiment-independent toolkit for track reconstruction

• Gammapy (astroparticle community)
– A python package for high-level γ-ray astronomy based on common 

data formats
• Similar effort in the nuclear physics domain, where traditionally 

each group was developing its own software 
• AGATA software 

– On-line processing of data produced with the AGATA detector 
• KaliVeda

– Data processing and analysis for the INDRA and FAZIA detectors
• nptool

– Data processing (and simulation) for low energy experiments
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The ACTS project

• Scientific challenges 
– The reconstruction of charged particle trajectories is one of the 

most complex and CPU consuming parts of event processing in 
HEP experiments

– Even more challenging with the increased number of 
simultaneous collisions at HL-LHC and Future Circular Collider

• A Common Tracking Software (ACTS)
– Experiment-independent toolkit for track reconstruction
– Originally launched by the ATLAS tracking group in the 2010s 
– Today several contributors from CERN, LBNL, CNRS/IN2P3, 

University of Geneva, Eotvos Lorand University in Budapest and 
Max-Planck Institute for Physics
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The ACTS project
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The ACTS project
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The ACTS project

• Mature project, ready for a progressive adoption within
ATLAS 
– It will allow for an extensive validation
– It will encourage its adoption by other experiments

• R&D activities
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The ACTS project

• ACTS core development team ~ 10 persons, mainly at CERN and US 
universities

• IN2P3 contribution < 10% (1.8 FTE) in the past years, but now increasing
– Recent recruitment of 1 post-doc at IJCLab and 1 post-doc at LAPP

• GPU R&D at IN2P3
– Development of tracking algorithms suitable to run on GPU
– The goal is to have a full reco chain demonstrator on GPU by the end of 2022
– Evaluation of SYCL (GPU programming model w/o Nvidia lock-in) (IJCLab) 

• Machine Learning R&D at IN2P3
– IJCLab involved since long (TrackML challenge), more recently also LAPP and 

L2IT started to actively contributing 
– AIDAinnova : auto-tuning of tracking algorithm parameters, involves work on 

Python bindings (CERN, IJCLab)
– ATRAPP ANR : Spatial hashing, integration of detector conditions, anomaly 

detection, … (LAPP, IJCLab)
– Development of Graph Neural Networks tracking algorithms (L2IT) 
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Gammapy
A Python package for gamma-ray astronomy
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Gammapy
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Gammapy
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Gammapy
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Gammapy
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About 30 FTE in total and  12.3 FTE at IN2P3 from 2015 to 2022 
2 permanent staff at APC in the roles of Project Manager (B. Khélifi) and Lead developer
(R. Terrier)



Data processing software for AGATA 
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Data processing software for AGATA 
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Data processing software for AGATA 
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KaliVeda Heavy-Ion Analysis Toolkit
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Workload, data and metadata
management

• The usage of large computing infrastructures and the 
production of large amount of complex scientific data 
requires adavanced Management softwares

• Solutions developed within LHC experiments, today adopted 
by several communities in HEP and beyond 

• DIRAC 
– Workload Management (i.e. of computing tasks) in distributed 

and heterogenous computing environments (grids, clusters, ...)
• AMI 

– A generic ecosystem for the handling of scientific metadata
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The DIRAC project
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The DIRAC project
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The DIRAC project
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The DIRAC project
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The DIRAC project
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The AMI project
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The AMI project
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The AMI project
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Conclusions

• Strong involvement of IN2P3 staff in several key projects in 
collaboration with our international partners

• Management responsibility in several projects 
• Good synergies among projects around Geant4
• People very active also in dissemination and training actions
• Very large and worldwide-spread users communities
• IN2P3 staff also involved in several R&D activities 
• R&D topics are common to several projects : machine 

learning, GPU, exploring new hardware, …
• Importance of the recruitment of permanent staff to 

effectively contribute to complex projects and to ensure the 
long-term development

• Importance of collaborations with “computing experts” 
(computer scientists, computing centers, manufactures, …)
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Backup

48



The Geant4-DNA project
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The GATE project
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The GATE project
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The Smilei project

52



Gammapy

53



The AMI project
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The AMI project
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