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Agenda

CERN (LHC, XBOX)

ITER Fast ICS

ETH supercomputer

* |PP plasma experiments diagnostic

 |TER neutron detectors
e E-ELT
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CMS Detector

CERN — Usage of NI within the facility

- Number of LabVIEW users on site - +500
- CERN staffed support team - 16
- Regular training class held - 10 Classes
- LabVIEW proficiency (onsite) - CLAD, CLD, CLA &
1 Collimator
- Some projects: Control Systems

Collimators :- https://voutu.be/MiHals9hDz0
Xbox [1,2,3] — Klystron controllers

Magnet Safety Systems

Collimator Test Bench

y NATIONAL

ni.com INSTRUMENTS'



https://youtu.be/MjHals9hDz0

CERN Collimator Alignment

- 550+ axes of motion
- Across 27 km distance
- 200+ PXI| systems

- The Jaws have to be positioned with an accuracy which is
a fraction of the beam size (200pm) with SoftMotion

- Synchronized to
- < bms drift over 15 minutes
- Maximum jitter in us
- 1ms of accuracy over 27 kms

- NI FPGA based hardware
- LabVIEW Real-Time
- Installed operation since 2007/

http://www.ni.com/video/598/en/ yNATIONAL
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What is CLIC?

- Compact LInear Collider is a study for a future electron-positron collider that would allow
physicists to explore a new energy region beyond the capabilities of today's particle
accelerators thanks to electron (and not proton) collisions.

- Properties:
- 3TeV
- High gradient accelerating cavities (100 MV/m, 20x LHC)
- Operates in X band (12 GHz) to produce accelerating fields
- Rep rate of 50 Hz

Drive Beams
these electron beams provide the RF power Lo the main acceler
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electron main accelerator electrons positrons positron main accelerator
Main Beams
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CERN — XBOX Control and Test System

Experimental physicists in the Beams RF group at CERN teamed up
with NI over the past three years to develop 3 generations of high-
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gradient accelerating cavities conditioning and testing systems.

Project has received worldwide attention and
system duplications were ordered by:

« SLAC

» Uppsala University

» UniValencia

Hardware

PXle-1075, PXle-8135

 FlexRIO 5761R, 5772R,
6583R, 5793R

HIGH GRADIENT .
X-BAND TEST FACILITY

XBOX 1 - PXle control with mixture of NI and external instrumentation
XBOX 2 - Fully PXle-based control and instrumentation
XBOX 3 - Same as 2, but can test multiple structures simultaneously

ni.com

Results

XBOX 1 & 2 are fully functional
and have delivered thousands of
hours worth of data. XBOX 3 is
currently being assembled and
tested.

The collaboration has allowed the
CLIC project to gather results
quickly and in a flexible way by
being able to reprogram the
system as required by the
project.
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System Layout and diagnostics
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XBOX 2 software Architecture

Acquisition

NI PXle-1075

2oy !

S T T TN

Engine

RF \Vile]alite]qlgle;

Real-time

Windows

Analysis

Log

Acquisition Acquisition

Aggregate

Data

Log

Breakdown Trend Data

—> external
—> gueue

Interlocks

RF
Generation

Interlocks

RF Pulse Errors Error
Control

Handler

Cmds EEVEEEEIE!
Handler

Properties
.

ni.com —> latest value
—> configuration / commands
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ITER Interlock Systems

Control Room

CIS Supervisor CIS Engineering Workstation
Interlock
Desk
CIN-2 slow
(to back-up server room, bld.24
Server Room (bld.71)
CIN-1 sl

Critical Interlock

Logging Server Engineering Server

CIN-1 slow

CIMN-1 slow

to CIS/CODAC

Gateway Supervision Systems Protection Coil Protection
Module Module Module
Nm
Synch. Synch. Synch.
CIN-1 sloy

{from back-up control room)

Central Interlock
System

Plasma Protection
Module

CIN-2 slow

CIN-1 slow ‘ i CIN-1 fast

Slow Architecture Fast Architecture

CIN-2 fast
(from back-up server room,
bld.24)

Discharge

Slow Controller/s Fast Controller/s

L PIN |

Plant Interlock Systems

ni.com

i Loop

3x Remote /0

Central Solenoid (6) Cryostat
(Nb;Sn) (29 m high x 28 m dia.)

Thermal Shield
(Nb3Sn) N S %4 sub-assemblies)
. Vacuum Vessel

" " . (9 sectors)
Poloidal Field Coils (6)
(NbTi) In-Vessel Coils

I } (2-VS & 27-ELM)
Blanket
(440 modules)

Divertor
(54 cassettes)

» |ITER Interlocks are implemented at :

- a plant system level by the Plant Interlock Systems or PIS

- a central level by the Central Interlock System or CIS

» Slow interlocks are based on Siemens PLC

> Fast interlocks are based on FPGA redundant

technologies.

» Highly critical interlocks are based on hardwired current

loops
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FAST interlock architecture

CIN

= CIS
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PIS: Plant Interlock System

CIS: Central Interlock System yNATIONAL
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Fast interlock with cRIO

- Availability > 99.9%

- Reliability > 99.6%

- HFT (HW fault tolerance) = 1

- SFF (safe failure fraction) = 85%

- PFH (Prob. of dangerous failure/h) = 3.3 E-O8
- SIL 2 type numbers (NOT CERTIFIED)

ni.com
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ETH Zurich — Development of a RealTime Numerical Simulator

Large wavelengths seismic waves extrapolation

- Acquisition: 800+ channels
- Computation: Large PDE solver
- Control: 800+ channels

- Real-time constraint: b0 ps cycle time Z{

pemt(xemt' l,m) i pemt(xemt’ l, m — 1) 4
G(xemt,l —-m; xrec’ O)ij(xrec, m) _}
J

o ajG(xemt,l — m; x"ee, 0)p(xrec’ m)

- More than 500 FPGA modules

- Includes a complete acquire
o compute
- control cycle

http://www.ni.com/niweek/keynote-videos/

ni.com
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https://www.youtube.com/watch?v=rWrJKPB5hOw

Czech Institute of Plasma Physics |
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Cascade of filsers

and avalanche
photediodes 120 channels

- Thomson scattering system for plasma
temperature and density diagnostic Signal impu

- Synchronized high speed data acquisition

- 120 channels running at 1GS/s
- Tight synchronization over 4 PXI chassis _ _ _
http://sine.ni.com/cs/app/doc/p/id/cs-13319#

- Skew < 500 ps
WENATIONAL
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ITER Neutron detectors

- ITER has established the use of 4 FC units, each having 3 individual detectors

MFC (detector) Connactor

Stainless sleel case MI cable
- ITER
Exhaust pipe
- Magnetic confinement of plasma by control system
(a) [— (b) - (CODAC)
l E : /.\'A"‘ — " . . .
ﬁ[ ‘;‘ﬁﬁ‘aﬂ ol J,zs S =N Diagnostics |
3__ MI cable g Lo - Provides information to the Plasma Control System,
Eppf”;'":c _ S and post-pulse analysis
1 E,L,f::lf'pipe 1] | vl)\‘ - Fusion power measurement is one of them.
Rl Y,F"A 1 . A fraction of the fusion reaction generates neutrons.
L MFC 0 . .
Jw"er L{ GRS ey - Fission Chamber (FC) is based on the neutron
‘ M | diagnostics (temporal resolution restricted to 1 ms for
g ‘r’ﬁm_@” L E counting, campbelling, and current measurements)

Figures taken from (M. ISHIKAWA, et al., 2008)
‘7NATIONAL i
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Hardware Implementation

Fission chamber
Measurements require Real-
Time preprocessing

- Signal processing and
measurements are performed
by the FPGA embedded in the
FlexRI1O device. Timestamps
provided by [EEE1588-2008

- EPICS is the high level control
system

CODAC CORE SYSTEM
+ ndsRIO-FC 10C application

] []2971u chasis |

NI-PXle
966R+5761

14 bit at
250MS/s per
channel

125MHz data
acquisition

Low Pass Filter

Downsampling

— T

ERNN

=,

Software Hardware
trigger  trigger

NI PXIe 7966R + 5761

:‘E'

FPGA

Real Time
reprocessing

T T 1.25MHz

12.5MHz
ON/OFF cytoff freq

N factor

configurable

Counk

Pule | Pylses
tn:t detection CHO

—>

Campbelling CH1

Hardware

processing| Current

CH2

PXI1 trigger line 2
Every 1ms for

TimeStamps generation

2]+ %) wlafF 2alalolt] ol @l

I/O Reaqisters

Pulses detection

Campbelling

Current

DMA transfers to HOST

Raw data acquired

DMAO0

Measurement info
DMA 1 >

Pulse info:
sample peak detection
Width & heigth

Pulses count/s '250.000000000




E-ELT

E-ELT i1s an adaptive telescope :

O control system far more complex than previous
generations of telescopes.

O substantial increase of 1/O points,

O higher computational and communication demands

O stronger coupling among subsystems.

[V RT to control 800 segments positions
(3000 actuators and 6000 sensors) at a rate
between b00Hz et T000kHz.

LV RT used for HIL : Validate the NI control
system with simulated plant (mirror)

2
'
s
&
e s |
e §

N http://sine.ni.com/cs/app/doc/p/id/cs-11565# ’\'ﬁu?ﬁl!%NMAé.NTsm



How to Interface NI products to
EPICS
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Agenda

* Main EPICS concepts
* NI-EPICS interface options
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EPICS architecture

Network based Client/Server control system architecture
Servers provide information and service/ Clients request information or use services

A

N

Client Software

\What is needed?
LabVIEW CSS OAG Apps

- An EPICS Base
- A database ALH TCL/TK StripTool
- An EPICS Perl Scripts Many, many
driver others ... /

- Aclient

1ac Channel Access }

—rANAC
CAS \
CA Server Software

1

EPICS Database

Commercial consists of Process Variables
Records Custom
From PSI Epics Course InStrumentS Sequence Programs

Programs

Realtime I
\ control /ANTS“‘

Technical
Equipment

ni.com




Inside an [OC

The major software components of an IOC

LAN (Network)

Device Support

/O Hardware

|7 NATIONAL
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Device support and records record (ai, “Room_Temperature") {

EPICS process variables (HW config,
HW |/Os, calculations ...)

\

Does not know
about drivers

Device support

[Record specific function table

A

[The "glue"

=

[ Driver specific

Does not know
about records J

Driver API functions
Register access

[ Hardware specific

ni.com

field (EGU, “°C")

field (LOW, “10")

field (HIGH, “40")

field (HOPR, “50")

field (LOPR, "0")

field (DESC, “Room A temp")
field (DTYP, “NI 6268 ")

field (INP, "#C0 S0)

{ield (SCAN, “1 Second”)

Analog out device support (write)

Tong myDacWriteAo (aoRecord *record q
{ g m ( ) Get private data
myDacAoPrivate *priv = (myDacAoPrivate*) record->dpvt; back from det

int status;

. . ;—__————J

if (lpriv) { Check for proper
recGblsetSevr (record, UDF_ALARM, INVALID_,ALARM};L initialization
errlogsevPrintf (errlogFatal,

"myDrviriteAo %s: record not initialized correctly\n",
record->name) ;
return -1;

}

status = myDacSet (priv-»card, priv-»>signal, record->rval); Call driver
errlogsevPrintf (errlogFatal,

"myDrviwriteAo %s: myDacSet failed: error code Ox%x\n",
record->name, status);
recGblsetSevr (record, WRITE_ALARM, INVALID_ALARM);
}

return status; Return 0 or
} error status

W7, NAIIONAL
’ INSTRUMENTS"




Records processing

- Record processing can be periodic or event driven or passive

- Periodic:
- Standard scan rates: 10, b, 2, 1, 0.5, 0.2 and 0.1 seconds
- Custom scan rates can be configured up to speeds allowed by operating
system and hardware
- Event driven:
- Hardware interrupts
- EPICS Events (post_event)

- Passive:
- Channel Access Puts (caput)
- Request from another record via links

“7 NATIONAL
4
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Architectures with an intermediate software layer

EPICS IOC Server

LAN (Network)

LAN (Network) LAN (Network) LAN (Network)

Custom Device Support

/0 Hardware

ni.com

Soft
IOC

“protocol” Qevice Support
e ey | 1 I

I " CLIEN
I/O Hardware I/O Hardware I/O Hardware T
ggfntzmn?f;{;i%i support . Soft App is the -“SoftlOC" with Passive scan
mechanism (shared server -Communication mechanism is
tocol ) (PCAS, shared actually Channel Access, so the
MISMOTY, PTOTOCOL variables,etc..) Soft App is also an EPICS client

Records scan:
Periodic, Events, Passive

‘ ,\’..&mw




EPICS-NI interface

|7 NATIONAL
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NI Platforms

- 9] gt o D P
" o > =

01

CompactRIO

POWERED BY
IO

P

Real-Time High-Speed R
us

rrrrrrr B

Rugged form factor with a processor and a reconfigurable FPGA
Real-Time OS (VxWorks, Linux RT)

Designed for harsh environments (temperature, shocks, passive cooling,
etc..)

High density hot swappable /O modules, with built-in conditioning
Advanced control, signal processing, modular prototyping, etc...

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

. . pr—— o <
FPGA and Isolation and Filters Block and Actuators

PCI/PCle extended form factor with built-in timing and synchronization
Windows/Linux/Real-Time embedded/remote controllers

Until 24GB/s of system throughput, 8GB/s per slot, 3.6 GB/s storage speed
More than 600 NI instruments (DAQ, digitizers, multimeters, generators,
power supplies, switching, RF analyzers and generators, industrial buses...)
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Embedded EPICS Base + No software layer

Manitor messurements  Monitor signal Sawe data on IO L
L @ L averee
p & s CPU load (%)
ok B I | ] Ll L e T el ) ] BT el Lud JB 0 RMS
100: s 50
D 100
B a2
£ fect signat
I, Select sigaa
}Em Sawlooth
E
"2 i Start Stop
; ° D
Triangle

rimas
$irace 0.y pv i

Amplitude Offset
4 6
Yo S
& B = =8
NS 5
o Ll o 10

CSS EPICS client

LAN (Network)

NATIONAL
TR
=
o O wunes,, OA O
LA o

s "0000

"!!gn
L

NI Linux RT he'== oy

Embedded EPICS Base

Server
C device support (C drivers)

ni.com

NI PXle-1082

Windows
Linux

Custom Device Support

I/0 Hardware
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External EPICS Server + “communication mechamsm device support

i measurements Manitor signal Cave data on <RI

.)

P Rt 8 ol [ Y KT NN K RS [ RMS bC
100-

CSS EPICS client
(remote control

T of LV App)

EPICS Server

+ Application or Network Protocol “device
support”

VxWorks
(LabVIEW RT),
Linux RT

Pharlap (LabVIEW
RT), Windows, Linux

Adapted LabVIEW or C App with a communication
mechanism (TCP/IP shared memory, etc..)

ni.com

LAN (Network)

Custom Device Support

/0 Hardware

ATIO’

INSTRUMENTS"
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LabVIEW App as a Server

mmmmmmmmmmmmmmmmmmmm Save data on cRIO Error code
° ® @ e

Fo A | T e T T S NN P R RMS o i

100-

i CSS EPICS client (remote
T e | control of LV RT App)

l

LAN (Network)

Pharlap (LabVIEW
RT),

Windows

Linux

VxWorks (LabVIEW
RT), NI Linux RT

LV EPICS
Server

B B R R R
‘ RSO

L /e -3.14.] RIOA;
CAS 10T Server [t /hame/RDS/Desktop/base-3.14.10/cRIO) pp.records db)
e e - —— @ﬂm

i

I/0O Hardware

INSTRUMENTS"
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LabVIEW App as a Server : at least 3 options

PCAS (DEMO)

 C++ class library available in EPICS
base

* Ai/ao/bi/bo/waveform supported

» Needs additional development to
support additional records/fields

» Requires a .dB file

« Supported on Windows, Vx\Works,
Linux-arm and Linux-x86

[LdbExample2.db

1 create CAS

2lozd .db file

3 run CAS

4 write PV:double array
5 read PV:double array
6 write PV:string

7 read PV:string

8 stop CAS

9 close CAS

ni.com

Shared variables

Built-in LabVIEW RT and DSC
No dB file
Programmatic creation of CA
Server and variables

Only VAL field supported
(alarms fields on LV DSC)

i “# Dependencies
% Build Specifications

£ [ NI-cRIO-9068- BliPhisms i169.254.128.8?] ILink-local IP
2@

= [} EPICS Server.lvlib

- $a Amplitude server

- ®a CPU load server

- %2 DC server

- ® EPICS Serverl

- %4 Error code server

- ®a Freauency server

- %4 Monitor meas server
- %4 Monitor sianal server
- $a Offset server

- ®a RMS server

- %4 Save server

- ®a Sianal data server

- $a Sianal tvpe server

- ®a Start server

- $a Stop server

-l EPICS Server.vi
1Y ann DEAS Saruar

1

LablOC

Developed by the observatory
of science for ELI beamlines
lasers

Full support of core EPICS
records

Relies only on native
LabVIEW functions

Example LabIOC VI Set

»ont] |Get Value

) e

Name2| e M4 - E
-capu
-
e — -+
Put Value [[0510— &% [ETE]|Put Timeout

" INSTRUMENTS'



LabVIEW App as an EPICS client + Soft |OC (DEMOQO)

Elnu A © © 0 © 0O o O

5 s 5 CSS EPICS client
sl ab e A - T (remote control of LV App)
l
|
Witk e '
;;“f“ > Windows :
Linux |
1m Pharlap (LV
- RT) |
|
|
|

Embedded EPICS Base Server (SoftlOC) OR
S REAGTE =
. LV CA Client (via shared vanables)
N 5
e . S

LAN (Network)

Soft
IOC

—»CA
CLIEN

I/O Hardware T

‘7 NATIONAL
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Options comparison
OPTION

LabVIE
W

Device | EPICS Base

Embedded EPICS NO
Server + C device
support

External EPICS YES
Server +

« protocol » device
support

LabVIEW as an YES
EPICS Server

(PCAS or shared
variables or

LablOC or CALab

etc...)

SoftlOC + YES
LabVIEW as a
client

YES

YES

NO

NO

YES Full-blown EPICS Server

YES Full-blown EPICS Server

NO -No need to install an
EPICS Base

-No need to develop a

device support

-Minimal set-up (the app Is

the server)

YES -No device support to write
-Available shared variables

to interface to PVs

-Need to install EPICS Base
-Need to have C drivers

-Need to have/install an EPICS
Base

-need to agree on a protocol
and write device support for LV
App (additional software layer)

-not flexible/complete if using
shared variables

-some features may have to be
added if using PCAS

- Some specific features could
be missing if using other
options

-Need to install an EPICS Base
-Need to use 2 clients



Conclusion

Several options to interface NI products with EPICS...

* Using LabVIEW as an |OC Server/client:
» Built-in : shared variables
» Add-ons by NI : PCAS VI library
» 3" party add-ons : Shared memory, LablOC, CALab, etc...
« Without using LabVIEWV:
» cRIO : NI-RIO C APl with NI Linux RT and Embedded Epics Base
» PXI : custom device support with instruments C drivers

.... On several operating systems (Windows, Linux desktop, Vx\Works, Pharlap, NI
Linux RT)

‘7 NATIONAL
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TANGO Interfacing with
NI technology
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O TANGO concepts

O From NI HW/ NI LabVIEW to TANGO

y NATIONAL
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What is TANGO?

The TANGO control system is a free, open source, object oriented,
distributed control system (based on CORBA) used for controlling
synchrotrons, lasers, physics experiments in over 20 sites.

It was initially developed by ESRF and is now developed as a

collaborative effort between Alba,Anka, Desy, Elettra, ESRE FRM I,
Solaris

MAX-IV and Soleil institutes.

TANGS.

‘7 NATIONAL
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http://www.cells.es/
http://www.anka.kit.edu/english/28.php
http://www.desy.de/index_eng.html
http://www.elettra.trieste.it/index.html
http://www.esrf.fr/
http://www.frm2.tum.de/
http://www.synchrotron.uj.edu.pl/
http://www.maxlab.lu.se/
http://www.synchrotron-soleil.fr/

Architecture

-It's based on a client/server model (in C++, Java or Python).

-It uses CORBA/Zeromq for network communication and the concept of
Device Classes with object oriented programming.

-Clients import these Devices via a database.

TANGO
Database

TANGO Server

CORBA | CORBA
amrib | opeta

Devices

TANGO
Client

y NATIONAL
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http://www.esrf.eu/computing/cs/tango/tango_doc/ds_doc/tango-ds/index.html

TANGO devices

ni.com

TANGO software bus

Device
class <

To be written by
developers

Supplier driver )| /fug

> Interface

Code generator

POGO:
« C++/Java/Python

glue code
» Basic HTML doc

|7 NATIONAL
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Clients/Servers

- -I~ ~ s S
S A
\ /’ \
v y Interface *

AN ,’ Y

~ < 1 \
RREON / Application Logic !
___________ > |
Control System ' i
\ TANGO ;

1

(applications network) \ H I\/\ /

\
~ ’//

-Send commands
-Set/Get attributes
-Subscribe to attributes
events (periodic, change,
archive, etc..)

-No direct communication
with devices

ni.com
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TANGO-NI interface
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LabVIEW client (binding)

MName Interface
= _Argin.vi ! \
wl, _Argoutvi

=l _AttributeInfo.vi

= _AvExtractAsCluster.vi
=l _AvExtractAsValue.vi Y /
=, _AvInsertFromSimpleValue.vi H ‘\/_\
= _CommandInfo.vi ’
=l TangoAttributeConfigEventGroupCreate.v .

=l _TangoAttributeConfigEventGroupKill.vi

=l TangoAttributeConfigEventHandler.vi

=l TangoAttributeDataReadyEventGroupCre:

=l TangoAttributeDataReadyEventGroupKill.

=] TangoAttributeDataReadyEventHandlervi

= TangoAttributeEventGroupCreate.vi

=] TangoAttributeEventGroupKill.vi _ Developed by Synchrotron SOLEIL
], _TangoAttributeEventHandler.vi

=l TangoDeviceAttributesInfo.vi

=l TangoDeviceAttributesListvi

], _TangoDeviceCommandsInfo.vi

] _TangoDeviceCommandsListvi

], _TangoDeviceStateAndStatus.vi
]

Application Logic

y NATIONAL
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TANGO-NI HW bridge (Device Server) — |
3 options: \)ﬁ %\/

TANGO

Application

« TANGO Server and NI HW are on the same Lo
machine & drivers are available T
o One can develop his Device Server for NI HW by creating a class
for this HW and calling its NI driver

 TANGO Server and NI HW are NOT on the same machine or no drivers
available or preferred programming IDE
o One can do the same and calls will be done remotely through a
chosen communication protocol (TCP/IP etc..)

« TANGO-LV add-on (Developed by SOLEIL : http://www.tango-
LLontrols.org/downloads/bindings/) NSRS



Generic architecture for LV-TANGO

ni.com

-

TANGO
Server

~

r

Server

Generic Device

(C++, Java, Python)

~N

-

Corba
TANGO
- Client
cooonmEaE

iﬁﬁ::

e

The App is the device

FARCECECET

i dmmmm

Inter

Com

Proce

SS
munication

Shared

Memory,

LabVIEW API

)

i LV Driver % ‘7

Hardwa re

Windows, Linux RT
PXI, cRIO, Desktop

P other..

TCP/!
S

\

s\
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Remote Device Server : DAQ application example

0 One has to adapt his LV application architecture (state machine, events,...) to:
communicate with the client (via the Device Server) by using a communication protocol

ni.com

instead of LV front panel controls

make some attributes available at any time if needed

" error out 2

A{True -]
TANGO:Stop:0
Waveform Chart
TANGO:SAMPLE_RATE 2  TANGO:DATA
TANGO:CHANNELS E d
= _ _ £S5 #d TANGO:SAMPLE_RATE
Al Voltage ~| [Sample Clock ~| " Analog 1D DBL _ :
1Chan NSamp
TANGO:Start
TANGO:SAMPLE_RATE 2 TANGO:CHANNELS
#1000,00 % pxtisiot2/aio v
Waveform Chart Ploto ¥ l
5_
TANGO:Start TANGO:DATA
= 3 497 0
=
= d
£ 4.8
<
TANGO:Stop:0 47- TANGO:SAMPLE_RATE
i 0
STOP 0 104
Time
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State machine: Get client requests

L

Interaction with DAQ device

L

|<| "Receive command/attribute”

"Idle”
v "Receive command/attribute”

"Execute”
Command_attribute reception_te  "\Write atttibute”

L ckhl |

B[

error out

d

|C0mmunication states

Mol

” F> Receive command/attribute 'Ii
ﬁ 0 JCHANNELS:Dev1/ai0 Acq started?

requests from client

Communication States

— .

SAMPLE_RATE:100 =

Start1 I m— el

— TCP/IP chain | | LV Queues
Device states - e

;

SAMPLE_RATE? — -
Action from client queue ref B
DATA? oueu - e rI'Ce:\ttibute from client queue ref = Attribute value
SAMPLE_RATE:120 =} @E T I
efror in = error out
SAMPLE_RATE? = A — -
Lo <7 NATIONAL
ni.com N NSTRUMENTS:




State machine: Handle client requests

Set attributes/Run actions

Interaction with DAQ device

H

W “Execute”

1 "SAMPLE_RATE" ~ b
+ "SAMPLE_RATE"
"CHANNELS"
"Start”
error out
"DATA" e e e e A
|Continuo "Stop”
"None”, Default
True
Sample Clock [l ’{ﬁ |C0mmunication states

)

|<‘ "Execute” 'H

[« "Start” 'E

y NATIONAL
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State machine: Handle client requests

ni.com

Get attributes values

Interaction with DAQ device

i |

: |Return to client gueue ref'ﬂm

L

|

1] "SAMPLE_RATE", Default

+ "SAMPLE_RATE", Default

[igguni|

error out

| ] = DAQmx Timing &
& SampClk.Rate »

F» Receive command/attribute v|J

|<l| "Write atttibute”

M

: Return to client queue ref)mx

| "DATA"

&0
TN

Analog 1D DBL _
1Chan NSamp

|Communication states
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Automatic conversion: no data flow change

ni.com

TANGOSAMPLE_RATE 2 TANGO.CHANNELS
# 1000,00 §rxnsiotzao  F
Waveform Chart pioto I |
§ |<| True 'H
TANGOStart TANGODATA
0
TANGO:Stop:0
TANGOStop0 TANGO:SAMPLE_RATE
QP! i
Time Waveform Chart

H EDBL]
Continuous Samples |

TANGO:SAMPLE_RATE 2

TANGO:DATA

@ & error

=¥ 5

TANGO:CHANNELS = e
: T — TANGO:SAMPLE_RATE

¥DEBL |

[A1Voltage ~] [Sample Clock ~] Analog 1D DBL |

1Chan NSamp

TANGO:Start

Automatic conversion : VI Scripting

|<‘ True 'H

TANGO:DATA
=t O +— HDBL]

Waveform Chart

-:|» oo TANGOSAMPLE RATE

F 2 oy
SAMPLE_RATE | L <|'>? t True 'E

error out

®50| 1T = DAQx Timing B 22 [T = DAQmx Timing
o *  SampClkRate Analog 1D DBL
i E 1Chan NSamp

CHANNELS |AlVoltage ~] [Sample Clock -]

SAMPLE_RATE

SAMPLE_RATE

LE
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State machine vs automatic conversion

State machine * Modular, scalable * Need to “rethink” the
» Good graphical application and break into
understanding sub-steps
Automatic conversion * Very quick method * Not very modular (new
* Minor changes to the actions, attributes)
original application » All attributes/actions
evaluated at each
iteration

« Reconfiguration not easy

y NATIONAL
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Conclusion

 TANGO is an object oriented middleware where devices
belong to classes (Commands, attributes).

« Several tools exist to assist developers In creating their
device classes

* Device servers can access directly or remotely to HW.

* The application accessing to HVWW has to be structured
according to the foreseen commands/attributes.

* One can also think about a generic device server targeting
LV applications with generic templates....

¢ NATIONAL
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Use LV to communicate with 3 party PLCs
and extend the |/Os
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Agenda

|V DSC

« Shared variables
« EPICS

« OPC
 Modbus

* Ethercat

|7 NATIONAL
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SCADA systems : LV DSC

The LabVIEW Datalogging and Supervisory Control (DSC) Module is the ideal LabVIEW add-on for
developing your HMI/SCADA or high-channel-count data-logging applications. With LabVIEW
DSC, you can interactively develop a distributed monitoring and control system with tags ranging
from a few dozen to tens of thousands. It includes tools for logging data to a networked historical
database, tracking real-time and historical trends, managing alarms and events, networking

LabVIEW Real-Time targets and OPC devices into one complete system, and adding security to user
interfaces.

AECT LR
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Shared variables

NI-PSP is National Instruments’ proprietary publish-subscribe protocol (PSP). NI-PSP is composed of a
server called the Shared Variable Engine that hosts values, timestamps, and other Shared Variable
information. NI-PSP is designed for the use case where many accessors must access or update a latest
data value. It is not designed for high data throughput or low-latency.

ni.com

— ey — e —— g — g w——p

File Edit View Project Operate Tools W

EEIFEEREL:

ltems Files

= &l Project: Shared Variables.lvproj
= B My Computer
_ L), Library1.Ivlib
i~ 5% Dependencies
i 4 Build Specifications

4. SVE records 5. Value
the value change is sent
change and to all
publishes the subscnbers
new value fo all using NI-PSP
subscribers /
N NI-PSPerseenen

Ne e

Variable 1 ‘Q..

L
..
..
.
.,

-----
-
.
-

6. Value
change is
received and
read

Client
’
l: o Rgariable1

RT PXI Target (10.0.40.43)

NI-PSP
My Computer 3. Vakw
change is sent
) . to SVE where
1. “Variable1” is “Variable1" is N,
deployed (o hosted using 2 \rfa!ue is ‘.“
My Computer NI-PSP written fo \
ll"lfhef'e SVE p(ofoco[ Variable1 ".Clienl
service hosts it ~
e :
nivavariablel |,

RT PXI Target (10.0.40.42)

The SVE
“client” is part
of the internal
implemenitation
of the variable
reference

. ... TIONAL
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http://www.ni.com/tutorial/12176/en/
http://www.ni.com/white-paper/4679/en/

Shared variables

The wrnite
The read Us? the’ Shared
Shared an:aos't):m Variable node
Variable node i P allows you to
indicator to
reads the ot he fid specify the
current value of ariable 1 that LabVIEW value of the
the variable - e vanable
last wrote o the
vanable*

%

» >
R variable! x
1 | S— | ]

’L3_S§},_A

P @ gvariable1 |,

i

data out

@ ni.var.psp://localhost/TestVars/NTBuf |+

Ini.va r.psp://localhost/TestVars/NTBuf

+Read ¥

ni.com
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EPICS (DSC & RT)

= lﬂ NI-cRIO-9068-BigPhysics (169.254.46.1

ey~

= [} EPICS client.vlib

- $g Amplitude_client
CPU_load_client
DC_client

EPICS Client1
Error_code_client
Frequency_client

Offset_client
RMS_client
Save_client
Signal_data_client
Signal_type_client
Start_client

Stop_ cllent

LAY rmime o

mmmzmz&m

ni.com

= Q (LV app)_LV EPICS client

Monitor_meas_client
Monitor_signal_client

Network Shared Variable

Network

EPICS Server 1/O Server
{Process Variable)

Shared Variable Engine

Channel

Access
Servers

Channel
Access
Clients

ﬁ Configure EPICS Client /O Server

Process variables

Name Data Type

Access Type| A

Amplitude
CPU_load
DC

HEE

Frequency
Monitor_meas
Meonitor_signal
Offset

RMS

Save

~

ANEFEERBRBE®

I

Attributes
Name

Error_code

Data type

Auto ~ Rea

Access type
d/Write |~

Add Record
Add Field
Delete

. Import File...

EPICS Client 1/O Server
(Process Variable)

Network Shared Vanable

Shared Variable Engine

W,
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OPC

OPC, which is a Microsoft COM-based standard, allows client and server applications to

communicate with each other. OPC is designed to be an abstraction layer between industrial

networks and proprietary PLC drivers, and multi-vendor interoperability.

OPC is highly scalable and suited for high-channel-count systems.

« atag gives a unigque identifier to an 1/O point (programmatically or user defined)

» Client software also specifies the rate at which the server supplies new data to the client.
The client software does not need to perform time-consuming data polling (event-driven

reactive object that waits for new data to arrive).

« The OPC server also provides alarm and event handling to client (operator parameters

change, access violations, conditions etc...)

Before OPC

After OPC

,
_.E,f

Iopc sm.rl Iop( S"‘"l |opc er
A B

ni.com

rs"


http://www.ni.com/white-paper/7451/en/

L\VV OPC Server 1/O (LV DSC)

As a Client :

PLCs publish data to the network. An OPC Server program uses the PLC’s proprietary

driver to create OPC tags for each physical I/0 on the PLC. NI OPC Servers contains a list

of drivers for many of the industry’s PLCs.

AS a Server:

The SVE as an OPC server should not be confused with NI OPC Servers, because It does

Bound
Variable
Vor1)

Bound

Variable
woe=2)

Shared Variable Engine

1/O Server
OPC Cliant

OPC Server

Corcre
14

not contain proprietary PLC drivers. The SVE can take a network-published Shared Variable
and create OPC tags that an OPC DA client can connect to.

Shared Variable Engine

ni.com

DAO

DAOMX
Virtual
Channel

Network
Published
Shared Variable

Bound
Shared
Variable

Variable

Engine
OPC Server

W,
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LV OPC Server /O

LabVIEW allows developers to integrate with OPC systems. You can connect both OPC clients
and servers to LabVIEW applications to share data. The primary component that allows
LabVIEW to perform this action is the Shared Variable Engine (SVE).

ect Explorer - Untitled Project 1 E@u ] {8 Configure OPC Client /O Server g '
idit View Project Operate Tools Window Help ' I
[ Settings | Advanced | Diagnostics
Sepl x IEL =0
. ) Update rate (ms)
Fil
‘ — | Browse Machine [+] io
. Project: Untitled Project 1 ” 1
9] VI Machine Deadband (%)
" ge_p;;r;dens Add Virtual Folder localhost 0
~ i build Spec Registered OPC servers Reconnect poll rate (s)
Export C.ontrol National Instruments,NIOPCServers - 120
Import Library National Instruments.Variable Enginel
Trace Execution... Variable Natonal Instruments.OPCFieldPoint
. . National Instruments.NIOPCServers.V5
Find Project ltems...
Class
Arrange By XControl
Expand All Statechart
Collapse All
NI-DAQmx Task -
Help... -
elp . NI-DAQmx Channel Prog ID
Properties NI-DAQmx Scale

ni.com

National Instruments.NIOPCServers.V5

-
{3 Creste Bound Vanables

-

] [ Cancel ] [ Help

?!l-!‘smel

S in

»

Browse Source Added vaniables
Progect ems Add >> ] Sinel
=3 My Computer - Add range > > :::32
{3 OPCDemoLibrary.viib Sined
= l'! orc1 | Custom-base name
0 System
B0 Channel 0_User_|
#0) _System
@0 Ramp - )
@) Random | Copy properties from
20 Sine
#) _Hints
&) _System
Sinel
Beo
< Remove
[ ok ] [ conce
Waveform Chart



http://www.ni.com/tutorial/7450/en/

OPC UA

LabVIEW OPC UA Toolkit (or DSC or LV RT)

OPC Unified Architecture (UA) is a new communication technology standard. OPC UA includes all the

functionality found in OPC Classic.
OPC UAs based on a cross-platform, business-optimized Service-Oriented Architecture (SOA), which
expands on the security and functionality found in OPC.

Expanded security (authentication and encryption)

Easier IT integration (through firewalls, VPNSs, etc..)

Platform independance (Windows, OSX, Android, Linux etc.)
Extensible (add new features with backward compatibility)

/ Classic OPC (DCOM) \ OPCUA

opc Ay
e cov 7 orc ¢
Ay s Windows™® >
. gy S RN (Cllent g ==
Windows™ I'M
oPc oPC l/'.,. y —JL » g
il 1 Bl Windows [ —— -
Server Client Wi ¥ Server  Client 2 <
O ) ¥ ‘ ,
opc Ay L B
N com g Client r'
ent -

ci Windows** —
\ / IATIONAL
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http://www.ni.com/white-paper/13843/en/

Modbus (DSC)

Modbus is a serial communication protocol published by Modicon in 1979 to communicate
with PLC, and was then extended to the TCP protocol.

» The Modbus protocol follows a master/slave architecture. The master transmits a
request to a slave and waits for the response. The frame has Slave |ID (or IP), RV, data,
and CRC (for serial).

 Modbus supports two data types: a Boolean value and an unsigned, 16-bit integer.

For larger data types, slaves split data into registers (for example, a pressure sensor
split a 32-bit floating point value across two 16-bit registers).

Device Application Memory

Memory Block Data Type Master Access Slave Access MODBUS Access
Coils Boolean Read/\Write Read/Write Input Discrete
R
w
Discrete Inputs Boolean Read-only Read/Write { Z ‘ Cols < § adie Re]q“e“
<R— Input Registers T
Holding Registers Unsigned Word Read/Write Read/Write | 1 i
e Holding
Input Registers Unsigned Word Read-only Read/Write Registers
Table 1. Modbus Data Model Blocks

Modbus Server Device

‘7 NATIONAL
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http://www.ni.com/white-paper/7675/en/

Modbus interfaces

NI provides three primary mechanisms for interfacing with Modbus devices: (1) a
high-level OPC server, (2) a Modbus 1/O server, and (3) a low-level Modbus API .

Low level API

Preferred option when your application needs flexibility or a high level of control over the
sequencing and timing of Modbus requests.
The flexibility and power offered by this APl also means your application code must be

more complex to correctly manage the API

@'— Input Reqgisters
m
localhost |3 & ~—HEw b E‘lfg s
gy ~+
*g S Ty ey )
New TCP Master ¥
The Read Input Registers VI reads the values of input
registers from the Modbus slave every one second.
The function code of the read operation is 0x04.
1. The Create Master Instance (TCP) VI Input Registers specifies the input registers values read
creates a Modbus master connected to the From the Modbus slave,
localhost on port 502,
2. The Close VI closes the Modbus Master
instance.
Stop
e . ‘ﬁ_v >
2]
'NAL
: ¥ S JMENTS"
ni.com Figure 3. Master on RT Target.vi



Modbus I/O Servers

Modbus I/O servers (LabVIEW DSC and LabVIEW Real-Time), provide a high-level engine.

You register the set of data you would like to access and the I/O server schedules the

requests automatically at the specified rate, without specifying a function code.

After the I/O server is created, you may specify the items on the device you wish to read.
For example, you can read the holding register at address 0 by mapping a variable to the
item 400001, read the first bit of this register by selecting 400001.1, and read the single

precision float that is stored in registers 0 and 1 by selecting F400001.

ni.com

Shwred

Varinbiles

Shared Variable Engine

Bound
Variable
FP Reg 1

I/O Server
Modbus
Master

FP Reg 1
F400001

PLC d vanables

Coil1
00000001

151\000001-

HH
o]

[o]

[
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http://www.ni.com/tutorial/13911/en/

NI OPC Servers for Modbus

For complicated applications involving many slave devices that communicate over different
protocols, the standard Modbus /O might not suffice. A common solution is to use an OPC server,
which acts as a data aggregator for all of your systems, and then use the OPC |/O servers included
in the LabVIEW DSC Module to communicate with that OPC server.

- NI OPC Servers - Configuration [Untitled *]

File Edit View Tools Runtime Help
JEZda @B&Eeg 5 9 2 3 LabVIEW SCADA Application
=] i? Modbus Tag Name / I Address I Data Type I Scan Rate | Scaling I Descriptii
M) sensor1 €Z1PID Setpoint ns=3;s=O0P... Default 100 None *® E E
=& opc UA 2 R

™ NI compactrIO PAC

Industnal Protocols

OPC Protocol
‘ l ; l— s l l p ‘ ~

PAC Slave

o _ -
B LabVIEW \.Q&“
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Ethercat

EtherCAT is a high-performance, real-time Ethernet protocol that uses a master/slave architecture
that daisy chains into a line topology over standard Ethernet cabling.
EtherCAT is designed to achieve high-Speed performance and high channel counts for single-point

applications such as control.
Another factor in achieving deterministic networks is the master controller’s responsibility to

synchronize all slave devices with the same time using distributed clocks.

Data is communicated between master and slaves in the form of process data objects (PDOs). Each
PDO has an address to one particular slave or multiple slaves, and this “data and address”
combination makes up an EtherCAT telegram.

These Ethernet frames are processed on the fly.

When device 1 encounters the Ethernet packet sent by the master, it automatically begins streaming
the packet to device 2, all while reading and writing to the packet with only a few nanoseconds of

delay.

7NAT|0NA|.
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http://www.ni.com/white-paper/7299/en/

NI Ethercat

NI has Ethercat masters and slaves.

An NI Slave can be controlled by a 3rd party master, and vice versa.

)
I3 Project Explorer - EtherC... (2= o=: e

File Edit VYiew Project Operate Toals W

& W | E

Items | Files |

= k) Project: EtherCAT Expansion.lvproj
& B My Computer
- [l My-cRIO-9074 {10.1.128.183)
i @@ Chassis (cRIO-9074)
& EtherCAT Master (ID:0) 3

| »

{3 Project Explorer - EtherCAT E... = | ) )

Edit View Project Operate Tools

[hSe xhO XS E-

Wind

= [ Device (Address 0, NI9144) N
& 'l_i ModL (Slot L NI 9215) {3 Untitied18.. = @ 5 |
Lo ER A File Edn View Plojei

- R ALL |
o
LR AR ][4
S ¢ . pa
=} [l “Mod2 {Slot 2, NI 9264) s 10 -
- B A0 P s
-4 IR (1 | S — ’
- E A02 « || B[EtherCAT Expansiondvproy i - 1

User-Defined 10 Yariable (Hosl: to FPGA)

F"‘FReset FPGA PID|" -

FPGA I/O Node

FPGA I/O Node

PM Analog Out l5||

Ban Analog Inh,

PID gains

ni.com

Items | Files |

= Project: EtherCAT Expansion.lvproj

@ B My Computer
=+ [l My-cRIO-9074 {10.1.128.183)
- @@ Chassis (cRIO-9074)
[ EtherCAT Master (ID:0)
= [ Device (Address 0, NI 9144)
=8 :
=) D Chassis I/'O
- &, Chassis Temperature
- &, EtherCAT State
-~ &, FPGALED
- &, Input Virtual Paint
- g, Output Virtual Point
- &, Scan Clock
= Mod3
. &, Mod3/DO0
- g, Mod3/DO1L

-

W,
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http://www.ni.com/white-paper/10555/en/

Ethercat performance

256 channels 1024 channels
(1 full chassis) | (4 full chassis)

_ , Analog Input (NI 9205) 143 ms 5.37ms
Synchronization ~ <1ps Analog Output (NI 9264) 1.74 ms 6.62 ms
Th roughput 12, 5MB/s Digital Input (NI 9425) 1.28 ms 4.77 ms

_ Digital Output (NI 9476) 141 ms 5.32 ms
Distance 100m before
repeater ’ 256 channels | 1024 channels
(1 full chassis) | (4 full chassis)
Analog Input (NI 9205) 0.19 ms 0.67 ms
Analog Output (NI 9264) 0.23 ms 0.80 ms
Digital Input (NI 9425) 0.14 ms 0.47 ms
Host Compuler Digital Output (NI 9476) 0.16 ms 0.53 ms
NI PXI System Benches examples

with Ethemet Interface

NI cRI0-9074 |i mmm

(EtherCAT) | !

NI 9144 Expansion Chassis

ni.com
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New products and trends for Big Physics
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Agenda

« Software designed-instruments

« Deterministic ethernet & Synchronization

* Distributed system management (SystemLink)
e Linux support

o PXI| Co-processing (PXImc)

|7 NATIONAL
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Software-Designed Instruments

Typical Modular Instrument Software-Designed Instrument
Software on the PC using the Host-Software controlling Instrument
Instruments API (i.e. IVl or NI-Scope) through APl or custom interface

B RF5A Basic Acapintion S ot Bloch Dirarn olle)s B RS54 B Acquistion Scveersot v Block Bagsn

dn View Poject Operme Tooh Vindew Hep
[2 2] @[] [ 2] ol - [ 150t Appiication Forn |+ || 3 | o~ [0

Fin Vien Project Opeme Tooh Vindow Filp
5] 8]1][3)] 2] [wol -2 | ot ApplcamenForn |+ | [T |a | [0 o]

Out-of-the-box
functionality with
FPGA
enhancements

) Fixed FPGA
Firmware @&

Similar hardware architecture and measurement quality

ni.com INSTRUMENTS'
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PXle-517xR Variants

+) A=) @
F

Channel Count

S~ H l

Full Bandwidth 100MHz 250MHz | F

Selectable Filters - 100MHz i ® _|_||_i;
) I

Open FPGA K7 325T K7 410T e

Memory 750MByte 1.5GByte 1.5GByte

Resolution and 14-bit, 2560MS/s

Sample Rate A 1
Input Ranges 200mV,,, 400mV,,, 1V, 2V, 5V, .; | =
Input configuration 509, selectable AC or DC coupling per channel ?

om) -
Analog ~ -78dBc¢ (30MHz signal, anti-alias filter enabled) .ﬂ @ ? l
performance >10 ENOB (full bandwidth, 0.4V, - 5V, ranges) ‘g‘
(preliminary data) 11 ENOB (anti-alias filter enabled, 0.4V, - 5V, ranges) ‘a
Part-Number 783690-01 783691-01 783692-01 e | i ® ,‘3
Price (USD) $6,999 $9,999 $11,999 +' o
Price (EUR) €6.350 €9.070 €10.900 A |
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0 = Reduced
. g = : : . Multiplexer gate (trigger) to 5170R PFIx (0 to 3)
IN2P3 architecture — £ | configuration T
. 3 — ——> | . PXI_Trig x line (1 per 4 multiplexers) from DIO
7 = to 5170R (serial encoding for channel number)
g . Analog energy channel from multiplexer
1
’ e . Digital lines from multiplexer for parallel channel
: Co number encoding (22*4 lines + 22 gates)
—_ . 1T0Mz reference clock sharing (+ wire back)
‘z __l7 . . .
RS <8 ‘ . Start trigger sharing (+ wire back)
1
Copper MXle ,' :
to PCle8381 1
inthe PC ‘ = 128 DSSD
A
224 channels (3.2GB/s per diR)
~

- = 22 MUX, 2
TACs

= 32 SiTunnel

cooo

1 Jexa|diyn|n

= e e e

S3528180

ni.com




FPGA Math 8 Analysis

Use cases

Workaround to bandwidth or CPU performance limitation

Create advanced triggers (frequency content, channels combination
etc...) and avoid unuseful data

Implement custom on-the-fly processing (averaging, filtering,
timestamping etc..)

Lower testing times (control loops with P2P
DUT control with digitial lines....)

- Continues processing without dead-time missing events

‘7 NATIONAL
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Application Example: Beam Position Monitoring

- Beam Position Monitor (BPM) measure the position of a particle beams in closed loop accelerators or
storage machines while a BPPM in addition also measures the phase-relationship of particles to a RFwave

- Acquire the signals of 250~500 MHz on 4 channels (£ X, £Y)
- Down-convert the RF-signals

- Extract position and phase-information from signal

- Provide position-data to control system

- Benefits of the new NI PXle-6171R

- High Channel density (8 channels per PXl-slot)
- Signal processing in FPGA for time & frequency data in parallel

“7 NATIONAL
4
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Instrument Design Libraries & Example Projects

Open driver code

Embedded I P : : £ :
mbedded Controller (GP) ~ Sample Project with user modifications ~
Oy, A
~.},.' E o |
L3 .1“5 I User Application on Host
13 Awesome Project 1.lvproj - Project Explorer .3 ﬁ -
File Edit View Project Operste Tools Window ‘1 H H H H Example
=1 1 el b | R~ ¥ F%]"] T 220t} | > | Ba] ProjectVis
ro—— 35 . Instrument Design LibraryVls ~ ------------- , ¢ UserAdd-ons
T e PO e VT — Hulk Ac: | i =er
12 My Computer @ ¥ l_ﬂl
- [ Device Session 0%

[ Project Documentation
[_J Support Vs
= [l Stream To Host (Host)wvi
E_!ﬂ'n. P A R
= {5 FPGA Target (PXIe-5170R (4CH))
& [ Resources
[ SupportVis
i [l Stream To Host (FPGA).vI
_';:T" Dependencies
E «lr_ Build Specifications
G- [ 3 Shared.viib
- %' Dependencies

. * 2 'dsFEri'FirRHnn:
-1 Application-Specific FPGA VI
0 /
*) A 0
Software—Des_,igned Instrument ¢ NATIONAL
ni.com (Oacllicacope) "INSTRUMENTS"‘




Deterministic
ethernet
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Typical machine control application sub-systems

HIGH PERFORMANCE PROCESS AND MACHINE MULTI-AXIS MOTION
/O MACHINE VISION HEALTH MONITORING CONTROLLER
= = °« = - = Ja
Q

Tus Tus
Closed-Loop Control at bkHz

N F L

MACHINE-MACHINE PLANT INTEGRATION,
SAFETY SYSTEMS INTEGRATION LOCAL HMI PLM. SCADA

Tus Tus

y NATIONAL
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Technical Needs of Communications

Featue ____Need | NeoededFor

Guaranteed Enable validation & analysis of system ability at

Bandwidth design time Reliable Operations

Enable high channel data and high speed

High Bandwidth .
streaming

Streaming of Data

Prioritize isochronous data over best effort on
Bounded Latency

(and low) the same interconnect to maintain specified Control Applications
latency
Allowing producers and consumers of .

Clock Synchronized IO and

Isochronous data to be phase coordinated

Allow Application synchronization Distributed Control

Synchronization

Enable separation of 10 from controller or

DIfEmes measurements of physically large systems ApElieEiten Depemee
Topology Provide physical options for wiring Application Dependent
- Enab_le the inclusion of third party devices such ipellieait e Depanden
as drives
ni.com F INSTRUMENTS'



The Challenge

Session, Presentation, andsApplication (Layers
5-7)

Software

TCP/UDP (Layer 4)

“Standard” Ethernet

* Best-in-class approach for openness
MAC (Layer 2) and interoperabllity

Physical (Layer 1) Cannot bound latency
3 (needed for control applications)

Network Infrastructure i
S M Cannot guara nﬁee. bandwdth
(needed for reliability)

IP (Layer 3)

Hardware

S
O
=
%)
S5
@)
©
—
©
o
c
©
3
)

Session, Presentation; and Application 11 . 1"
Lo 57 Hard Real-Time"” Ethernet
TCP/UDP (Layer 4) I Best-in-class approach for latency and control

Cannot “share the wire”
Data Mux (no third party devices)

Special Hardware (Layer 2) Cannot scale with Ethernet
Physical (Layer 1) (e.g. limited to 100 Mb/s)

Proprietary HW/SW increases costs

Software

IP (Layer 3)

Hardware

Network Infrastructure
(Switches, cabling, etc)




TSN-Based “Hard Real-Time" Ethernet Devices

Session, Presentation, and Application
on Prosentz i TSN Ethernet
(O]
c BE Key industrial, embedded, and
O [ . .
2 3 TCP/UDP (Layer 4) automotive vendors collaborating to
O . .
= Corlali drive requirements
= IP (Layer 3) .
2 Best-in-class approach for control AND
% — Queue Controller iInteroperabllity
(O]
% | MAC (Layer 2 Boundgd latency and guaranteed
5 bandwidth
Fyaieal ilever Scales with Ethernet
Network Infrastructure
(Switches, cabling, etc)
W7 NATIONAL
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Standards Efforts IEEE

Standards effort through IEEE 802 to improve latency and performance while
maintaining interoperability and openness

Time Sensitive Networking (TSN) will provide:

- Time synchronization

- Bandwidth reservation for reliability

- Guaranteed bounded latency

- Low latency (preemption)

- Bandwidth (Gb+)

- Routable to support complex networks and wireless

|7 NATIONAL
ni.com ’ INSTRUMENTS



Time Sensitive Networking: Key Elements

Time Synchronization Traffic Scheduling System Configuration

1011010
Ol0IIOl
1011010

"¢ NATIONAL
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IEEE 802.1AS, IEEE 1588

Summary

End-nodes and switches share time

Features

- Synchronization of multiple systems using
packet based communication

- Synchronization is possible over very long
distances without impact from signal
propagation delay

ni.com

| S N N
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|EEE 8021 QbV Traffic Scheduling

Summary S ehedued
'h"'ﬂm:lg:v

Every egress on the network is scheduled and 141

follows a repeating cycle _ pe— | p—
zabte-open Time—s
* Interval ™

Features e
s Repaat Interval —»|

- Deterministic arrival of packets S (n) o (1)

.T'Thlﬁiﬂ'lﬁl'“’ Chssue has

- Scalable design with ability to assure multiple
flows won't conflict

‘7 NATIONAL
’ INSTRUMENTS"
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1011010

|EEE 8021 QCC System Configuration ololiol

1011010

Summary
Consistent mechanism for network configuration , .
to meet the needs of end application i
Features Py
. . . ’o’ .-‘.'..' ::- ..". ."._'. 0.‘

- Standard mechanism for configuration of all AR T

network elements ‘ ‘ | AQK o/ f S ‘ |
- Configure “streams” between devices from _ s

) Figure 99-3 — Fully Centralized Model
any supplier

‘7 NATIONAL
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National Instruments Investment

1. Time-based and isochronous programming in LabVIEW

2. Global time and synchronization for all processing elements and |1/O

3. Bounded, low latency data transfer over Ethernet

ni.com

CompactRIO

CompactDAQ

LabVIEW System Design Software

‘7 NATIONAL
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Manage deployed
systems
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Challenge: Managing Deployed Systems

Customers with distributed systems often encounter challenges in the management of devices, software, and data

-

DAQ & Control
Distributed Assets

£
=
jen

+
B
% /

Notifications

System Status

System
Replication

Mobile
Access

SYSTEMS
MANAGEMENT

DATA
AGGREGATION

Data
Transfer

Validation & Verification Test

Alarms

Software
Deployment

Remote
Configuration

Security

Production Test

/

=

DAQ & Control

Plants / Facilities




PRODUCT FEATURES

SystemLink
DEVICE MANAGEMENT

Manage distributed systems with web application software that Register hardware targets and classify
enables mass software deployment, device management, and systems through a shared interface.
data communications.

SOFTWARE CONFIGURATION

Deploy software to multiple remote targets,
with upgrade, downgrade, & uninstall.

10.2.74.67 10-9068 NiLinuxRT 4.1 190D5D5 Connected e . . . ) )
e o T 'ﬁ L L] New module available in early 2018
SYSTEM HEALTH MANAGEMENT

: ‘13‘ :\ Pk\e—sﬂéz Zuad‘ Core :uu\::; :::I[):::E :T:f:z: :: I I | : I : | .
@ Track and manage health of hardware with
‘ alarms and notifications.

"X RN
2

L

DATA COMMUNICATIONS

Automate data transfer among connected
nodes, using LabVIEW or Web APlIs.

= Track and manage a group of connected systems
= Application access via web browser or mobile

= |nstall on-premise or with a cloud service provider

VNATIONAI.
’ INSTRUMENTS




Device Management

View and manage detailed system and device information Search systems

across all groups

y NATIONAL

- Systems Manager INSTRUMENTS

Track systems

thrOUgh a central a« Dashboard > Managed Systems >
web interface

Groups History Software Restart More w Y 6of6systems ¥ Filter
O Name IP Address Model Name Operating System = Serial Number Connection Comments
Class Ify systems ] Automated Test Systems (2)
Into groups (] & PxXle-8840Quad-1 10.2.74.79 NI PXle-8840 Quad-Core Windows 7 030E1626 Connected Test Station 1
[J @& PXle-8840Quad-2 10.2.74.80 NI PXle-8840 Quad-Core Windows 7 030DDB85 Connected Test Station 2
Multi-select to [ Control Systems (4)

perform remote ¥ & NI-cRIO-9068-190CB7B 10.2.74.64 cRIO-9068 NILinuxRT 4.1 190CB7B Connected Test Cell 1

functions in parallel & @ NI-cRIO-9068-190D5D5 10.2.74.67 CRIO-9068 NILInUXRT 4.1 190D5D5 Connected Test Cell 2

(e'g . insta ”’ resta rt) ’ ¥ & NI-cRIO-9068-190D673 10.2.74.65 cRIO-9068 NILinuxRT 4.1 190D673 Connected Test Cell 3

¥ @& NI-cRIO-9068-190FDFS 10.2.74.66 cRIO-9068 NILinuxRT 4.1 190FDF5 Connected Test Cell 4

‘7 NATIONAL
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Software Deployment

CREATE PACKAGES UPLOAD TO REPOSITORY DEPLOY !

Package creation from LabVIEW:

Skyline Demo 1.lvproj - Project Explorer -
File Edit View Project Operate Tools Window Help

IR AL S

ltems  Files

Gy mmmmm  An “NI Package” is created as a

= B Project: Skyline Demo 1.Ivproj
= B My Computer
G+ Files
@ G Messages
GG Tags
@ % Dependencies

"= Demotestt | IS  ApPication (EXE)

- DemoTest1Pay Build All Installer

Infermation

e wenasers LAbVIEW Build Specification.
Shortcuts ———
Package Attributes Categories
Version Information
.Package Name

Advanced Related Packages

:-[] NI Skyline File Service Web Ul
“[] NI Skyline Tag Service Web Ul
[J NI Skyline Repository Web Ul
5] SystemLink Clent
[] NI SystemLink Server
[] NI Systems Management Web Ul

ni-systemlink-client

Description

SystemLink Client provides local device A
processing and configuration for hardware

systems managed by a SystemlLink Server.

Dependency Relationship
Required Dependency v ‘

include enhanced relationship
Require a Version Range
>z [v] 170 [v
< v IL

.NET Interop Assembly
Find Project tems..
Arrange By ::(ke: LL':WY DLL
Expand All e ', rfry(. )

Source Distribution
Collapse All R

Zip File

L Help... |}

A command-line interface is also available for package creation.

ni.com

NI > (My Projects) > Skyline > Demo Prg,
+
Name

o build_staging
tag-writer-package_1.0.0-0_windows_x64

/ builds > Sk w2 > Tag Writer Pach

NI Package file on disk.

Date modified Type

12/5/2016 10224 A File folder

2016 10:24 A NI Package Manager

\L
ENTS

-



Software Deployment

CREATE PACKAGES UPLOAD TO REPOSITORY DEPLOY !

B Repository Manager X

<« C 0O ‘ ® demo.systemlink.io/#repositorymanager 7 ¥ ‘ (]
SystemLink ‘YNATIDNAI.
Repository Manager o 2
Create Replicate Clone Delete Filter
Create
deployment Feed Name T Description
Feeds to &  crio-temp-logger LabVIEW RT Application: Test Cell Environment Testing
organize
pagkages & inverter-test LabVIEW Application: Skyline data reporting
& myFeed Example
& ni-package-builder-b1 NI Pacl
Packages
& ni-systemlink-client-b101 NI Syst .
& ni-systemlink-client-b106 NI Syst Add beme o Dowro
a throughput—test et (O Package Name t Version Architecture Description
C] ni-activex-container 17.0.0.49152-0+f0 windows_x&4 NI ActiveX Contai
) ni-cvi-low-level-driver 17.0.0.49154-0+f2 windows_x64 The NI LabWindo
[ ni-deployment-framework-x86 17.0.0.49152-0+0 windows_x64 Provides a frame
EaSIIy add new [J  ni-error-report-x86 17.0.0.49152-0+f0 windows_x64 NI Error Reportin,
paCkageS to a Feed O ni-labview-2017-runtime-engine 17.0.0.49153-0+f1 windows_x64 NI LabVIEW 2017
. : sm
ni.com v



Data Communication

Automate and manage data transfer throughout distributed systems.

Data Viewers for Files & Tags

Created | Nam X
@ MayD1,2017 15245 PMCDT  nicrio-9068.1907 s
@ Moyl 31PMCDT tdms
& My 1:43:45PMCDT tdn
& My 31 PM CDT tdm:
@ M :45 PM CDT tdm:
[ 3331 PM CDT dms
@ May 01,2017 1:23:45 PM CDT dms
@ Mayol, 12331 PM COT dms
@ Mayol, H345PMCDT dms
[ ] 1331 PMCDT  niri dm:
[} 0345 PMCDT  nikerio: tdr
@ May01,2017 10331 PMCDT td
B May01,2017125345FM . 0 tdm:
8 M tdm:
[ dms

Custom Web Applications

Weather for ACUA

ACUA - Atlantic County e,

SystemLink
Server

Tags

QO

Messages | Files

I\/Iessages

R

Message Service

@ File Service

Web APIs RresTfu)

Tags | Files

Files

2BEE

LabVIEW APls

Supports LabVIEW 2014+

Skyline Tags =)
4 QSearch 9, Customizew ZJ

o
i =
o
&

[h

o

3
=
4

| if &
i

Skyline Messages =

HEHHE

Tags | Messages

Skyline File Transfer ]
4 Qsearch & Customizew =

B B

List Files




Roadmap: Early 2018 Features

Enter 3 g 2on (2 [5]8]
deatieiug soibie
intTea

sringTay sy

B8 System Command Center

M Dashboard >
My Dashboards |

Mator Control

Envirenmental Conscle
Custom Health Monitor

Test Results Tracker

Shared . BEEE

»

NATIONAL
INSTRUMENTS

- 4 <) Dashboard Builder

» Browser-based application editor

» Drag-and-drop visualization widgets
* No coding required

» Connect Ul controls to tags

* Mobile layouts

|~ WebVI Hosting

» Create web Uls in LabVIEW NXG 2.0

* Host WebVIs on SystemLink Server

» VI executes in the browser (no plug-ins)
 Incorporates block diagram architecture

* Leverage data from tag service

28  Systems Manager

Dashboard >  Managed Systems >

Y 8of9systems v

J Name 1
[J Automated Test Systems (2)
O @ Pue-8840Quad-
@  Pxie8s40Quad-2
Control Systems (4)
O @  NIcRIO-9068-190C878
O @  NKcRIO-9068-190D505
O @  N-cRIO-9068-190D673
J @  NHCRIO-9068-190FDFS
Test Cell HMI (2)
& INTELNUC

O @ INTELNUC2

System 1
[ @ ATDEMOKTSL2

@ ATOEMOKITSLZ

NATIONAL

August 08, 2017 11:021
August 08, 2017 165815, AM COT  Errer

August 08, 2017 16:5845 AM CDT  Exres

207 11:03:27 AM COT

2017 11:03:18 AM COT

207 11:03:15 AM COT

08, 2017 1

1

#= | System Health Monitoring

Monitor health metrics
Configure alarm services
Manage triggers and notifications

Extensible with LabVIEW and Web APIs

Test Sequence Monitor

Central display of test status
Interface with test executive
TestStand plug-in

Live updates as tests execute

View/download test reports



SystemLink Architecture

@ Open and Extensible
APIls for LabVIEW and \Web Services

Leverages several open-source standards

Cloud-Ready

Install on premise or in the cloud

D

Cloud-centric developments on the horizon

Secure

Data communications are encrypted via TLS

* Optimized for Distributed Nodes

|
|
|
|
|
|
|
|
|
i
Systems functions execute in parallel |
|
:
|
|
|
|
|
|
|

Targets, server, & users can be on multiple networks Secure user access: LDAP & AD integration

‘7 NATIONAL
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SystemLink: Supported Software & Hardware

Native Packaging Tools SystemLink Server SystemLink Clients

LabVIEW* (32 & 64-bit) | 2014-2017 - _ _ - _ _
% WINDOWS OS Options: 64-bit & WINDOWS TARGETS: Win 7+, 64-bit
LabVIEW Real-Time 2017
LabVIEW NXG 2.0
- Y. 4
TestStand 2017 Windows Server Tee”  NIEPXI
* A LabVIEW plug-in is available to create * Windows Server 2008 R2, SP1
deployment packages with EXEs, PPLs and « Windows Server 2012 R2
S Distributions. i
OHree ZISTRHIonS » Windows Server 2016 Windows PC

Command-Line Support
NI & Non-NI Software

* Applications, libraries, drivers, docs,
installers, etc. can be packaged using
cqmmand-llne_; interface and deployed T y
with SystemLink b |||

Windows PC

* Windows 7+

é NI LINUX RT TARGETS

| |

NI CompactRIO

‘7 NATIONAL
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- O3

x

Fichier Edition Exécuter Données Affichage Aide e el mehdi afif ¥
- P x
= @ ? ﬁ ‘ B» Design and A.lay Filter * - en cours d'exécution + .

Ev

& Design and Apply Savitzky-Gola...
B» Design and Apply Savitzky-G...

Interface Diagramme

I ® o

[ 00, 5=, 100% v || Editerricone |

Design and Apply Savitzky-Golay Filter

See the diagram for more information

y-Golay Filter Coefficients VI to design a Savitzky-Golay filter that smoothes a noisy signal.

noothed signals.
mial order.
to generate the same noisy signal.

IB Smoothed Signal

MNoisy Signal

Amplitude
e = o
] = [=2]
\

o

'
o
r

| 2

L3

Design the Savitzky-Golay Filters. Apply the designe

Designed Filters

Polynomial Order

[

Side Points

| Central row |~
— | Lastkrows [—{—|-

%

Samples
£S5=
=
Seed .
| 5=
E -
| —
1 S

A




NI Linux BRI, Linux Desktop

v NATIONAL
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Supported Hardware

‘7 NATIONAL
’ INSTRUMENTS"
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LabVIEW Support and Freedom in Development.

- Enjoy the flexibility of Linux, with the determinism and reliability of a real-time
operating system.
- Desktop Ul, Peripherals, System Administration, Real-Time schedulers
- Leverage the vast ecosystem of tools and IP
- Networking, Configuration Management, Simulation, Monitoring, etc.
- Reuse C/C++ code in and alongside LabVIEW Real-Time built applications
- FPGA Interface C API, System Configuration C API

‘7 NATIONAL
’ INSTRUMENTS"
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Secure She” (SSH) Startup Settings
- Enable through MAX and/or Web sofe o

Console Out

Interface 1P Reset

Disable RT Startup App

OO0OO0O&O

Disable FPGA Startup App
Enable Secure Shell Server

- Can be used as a console (shl)

' base | Foggit | hasts | manitar | rep_perd | repec | stenage | eporade | wacs

- Can be used to transfer files

- Permissions based on login
- SFTP

PLF IHER FA H1 WIAT HEA AHEK & %CF1 S8ER T18E+ SRR
12 ik = 5% Rl 3 5. L

r

"3 wiki - My Server - WinSCP (=3

. . . 1 pat File Commands Mark Session Wiew Help
° C re d e n t I a | S Sy n C h rO n I Z e d W I t h N | =/ \u t h Address | ) Mhome/martinp/public_htmlAwikidwiki/ w55
oo F G [# Faxgw Q‘EWE—%‘L‘ ﬁ'
(\Ne b | ﬂte rfaCe) iy = | My Server - % iE- Fl Defauk - % - [ 8-
= A <root> Mame Ext Size | Changed Rights Owiner
= heme ®.. .4,2007 20:21:21 Per-xr-x best
=] ma"g‘p E] commandine txt 3896 16.8.2006 130022 rw-rr-  test
= dmt [Z) config.kxt 2665 23102006 12:18:18  rw-rr-  best
S efca [] contributions.bxt 1716 342007 175312 rwr—r—  best
" F='1 g L 1861 25.3.2005 9:56:49 P-f--f-- test
=13 public_html
) wiki F='1 4245  31.5.2006 14:43:29 FPi-f--t-- kst
9 wiki |a 5234 20.1.2007 14:30:26 P---t-- test
2 secret F='1 andline. bxk: 102 17.12,2004 12:45:36  rw-r--r—-  test
[Z] faq_dir_default. bt 1216 15.5.2006 22:75:56 na-r--r--  test
E] faq_download_temp... 743 15.12.2005 23:10:24  rw-r--r-—-  test
< ¥
11442B of 21 B38B ind of § é SFTP-3 0:01:39

ni.com INSTRUMENTS'
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Leveraging the Linux Community

Databases Security Code Reuse Connectivity
SQLite
MySQL

PostgreSQL

IPTables
OpenSSL
OpenVPN

C/C++ NTP
SNMP
|Pvo

Shell Scripts

Python

- NI Package Repository: download.ni.com/ni-linux-rt/
- OS source: github.com/ni
- Kernel Driver Support

|7 NATIONAL
ni.com ’ INSTRUMENTS



Security on NI Linux Real-Time

- SSL enabled by default

- Can programmatically install software over SSL
- Can use public keys for SSH

- |Ptables* available for setting up a firewall

- OpenVPN* available for setting up a VPN

mSRED DEV* "

(PENVPN"

*Not supported by Applications Engineering. Requires experience. No LabVIEW API

“7 NATIONAL
4
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http://www.netfilter.org/projects/iptables/index.html
http://openvpn.net/index.php/open-source.html

System Updates on NI Linux Real Time

Real-Time Software Configuration

- NI Linux Real-Time targets can directly 2 [0 search | = Customize®

call “Set Image”
- Enables targets to reimage themselves

- Images can be pulled down from the network
or stored on a USB drive

Available SW  Installed SW

SYETEH

- Specify additional metadata when creating an RT image (title,
version, description)

“7 NATIONAL
4
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Manage FPGA Bit Files

- Update and erase the FPGA bit files on NI Linux Real-Time targets programmatically, from MAX,
and the web

Hardware Configuration B |
‘ﬁh l Q Search ﬁ NI cRI0-9068 "RIOD" - Measurement & Automation Explorer 8e0o Josh-9068 : NI Web-based Configuration & Monitoring
File—Edit—View— Tooks—Help (2] [0 (2] [© josn-06s, 7+
4 E3 My System e -
» @ Dats Neighborhood -~ Josh-9068 : System Configuration Restart  Login  Help
% I'}ALB &> @ Devices and Interfaces
[» 44 Scales /B |Seerch ok
Rename [ .51 Software L
[ VI Drivers Mame p— B cRo-9oss )
ﬁ P E Remote Systems Vendo @",l’, =" Name: Josh-20&8 Settings
A [» Josh-8106 smm— Name RIOO
. Model NI cRIO-9068
Self-Test kB Josh-9025 ; n Name: RIOO Wendor National Instruments
“ {:.;;h-gﬂﬁa Serial N — Model NI cRIO-3068
[ T=] ] 4 g Devices and Interfaces 'L.,‘ll ASRL1::INSTR )
H ' [{E NI cRIO-9068 "RICO" | St — Name: ASRL1::INSTR serial Number O1836EAC
ASRL1=IMSTR — Status Present
Hardware M... ASRL2:INSTR S ASRL2::INSTR _ :
ASRL3-INSTR -4 Name: ASRL2::INSTR Erase Firmware ‘ l Update Firmware
b '51 Software b :@ ASRL3::INSTR
B Name: ASRL3::INSTR
Upgrade FW %

ni.com S”



LabVIEW 2014 Real-Time with Embedded Ul

Simplify system complexity by implementing a local HMI on the cRIO

el
Fie fd View Projct Opente Tools Window Help
[&]&] 1) [sorowegrert [+ (2o (aav [ |[6- ] [sewen 2y

-+ fr] — .;‘.
Data_SGL.Read »% Data_SGL 1lb

Select and configure channels to be
Phrsca Gureel

T i 1 & Number of Elements / S
Data Being Acquired? BT ‘1 Timeout (ms] TRe
—— as - b Elermant
& Save to |
‘r;JE’MSA_J @ ‘\ 2 > Timeout

4 (g StopDats ‘ 5
Collection |

Timed Qut? ¥

Compare data being collected to previous
ObctTyze Property Name Spenter Vaue S
([rae 1) (e 1) [+ 1) [Frowe 1) a5

Search results returned 10 results from 541 files

| [FiteName Channel Name

TRM17_QT_33-170M TempF George 6637
| TR M17.Q7_27-3T0M Temp G George 624
| TR M17.QT_s1-470M Temp A Jenniter 5691
| TR M17.Q1_30-270M TempH George 5210
| TRM17.Q7_22-370M Temp8 George a1
| TR Qr.27-110M Temp ) Jenniter 4955
| TRM17.Q7_27-170M Templ Jeoniter 4844
| TRM17.Q_35-3T0M Temp A Jenvitec 4650
I TR 1-270M Temp C George 4587
v S R s aeae

wv
o=
4
wl
p
=
&
-
v
=

-

- :
- 2
: :
P :

IS

y NATIONAL
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Eclipse for CompactRIO

- Choice of C and/or LabVIEW for programming processor

- Installer provided that includes Eclipse and Compiler

ni.com

- LabVIEW FPGA still required

- FPGA Interface C API provides access to the FPGA from C

- Avalilable on ni.com/downloads

Processing Subsystem

ARM ARM
A9 A9

ik

FPGA Interface C API

FPGA Fabric

3>

y NATIONAL
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http://www.ni.com/white-paper/9036/en/

Eclipse Remote System Explorer

File Edit Mavigate Search Project Run Window Help
[| i = | @ |3 -0 - @&- | = - | 5 - - - - [ EZic/c++ %% Debug *
8 Remote Systems B2 %5 Team | & 2 | ~ | = | 5 T T B[4 rerminals £2 . & Serial Terminal | = Console | BZ Outline | <2 Tasks | () Welcome | =
Local = gumstix (10.2.106.39) 53
*E1 Local Files =

A

= Local Shells
= qumstix (10.2.105.33)

[

T3 ssh shells
#5 sch Terminals

8 Remote System Details 52

[

Roat Connections

Resource I Parent profile | Remote sys... I Connection... I Host name
=i Local walinor Local Some subs. LOCALHOST mcurtis
T gumstix (10. 2. 106.39) walinor S5H Only Some subs. 10.2.106.39 root

E= Properties 53 = Remote Scratchpacq
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Hello.jawva bin hello-world
root@overo:~/Desktop# 1s -1
total 32

-rw-r--r-- 1 root root
drwxr-xr-x 2 root root
1

home.desktop roct.desktop tmp.desktop

419 Aug 29
4896 Aug 29
root root 21883 Aug 29

Hello.java
bin
hello-world

—rwWer— -

Irwxrwxrwx 1 root root 38 May 22 home.desktop -» ../.e/fe/fileman/favori
tes/home.desktop
Irwxrwxrwx 1 root root 38 May 22 2812 root.desktop -> ../.efe/fileman/favori
tes/root.desktop
Irwxrwxrwx 1 root root 37 May 22 2012 tmp.desktop -»> ../.efef/fileman/favorit

es/tmp.desktop
rootfoverc:~/Desktop# 1s -1
total 32
-rw-r--r-- 1 root root 419 Aug 29 16:22 Hello.java
drwxr-xr-x 2 root root 4896 Aug 29 15:51 bin
-rw-r--r-- 1 root root 21883 Aug 29 17:17 hello-world
Irwxrwxrwx 1 root root 38 May 22 2012 home.desktop ->
Irwxrwxrwx 1 root root 38 May 22 2812 root.desktop ->
Irwxrwxrwx 1 root root 37 May 22 2812 tmp.desktop -»
roct@overc:~/Desktop#
root@overo:~/Desktop# ./hello-world
-sh: ./hello-world: Permission denied
root@overo:~/Desktop# chmod +x hello-w
root@overo:~/Desktop# ./ hello-world .
hello world T | C |
root@overo:~/Desktops which ganserver KSARRLIALS! onsole
root@overo:~/Desktop# opkg list | grep
eggdbus - @.6-r@.6 - gobject dbus bind =
eggdbus-dbg - ©.6-r@.6 - gobject dbus binding
eggdbus-dev - 8.6-r8.6 - gobject dbus binding
eggdbus-doc - @.6-r8.6 - gobject dbus binding
ggdbus-static - 8.6-r8.6 - gobject dbus binding
- gdb - GNU debugger

7.2-ro.8.6 - gdb - GNU debugger

@.6 - gdb - GNU debugger
7.2-r9.8.6 - gdb - GNU debugger
gdb-static - 7.1-r4.6 - gdb - GNU debugger
gdbserver - 7.2-r9.8.6 - gdb - GNU debugger
gdbserver-dew - 7.1-r2.8.6 - gdb - GNU debugger
libgdbm-dbg - 1.8.3-r5.6 - GNU dbm is a set of database routines that use extens
ible hashing.
libgdbm-dev - 1.8.3-r5.6 - GNU dbm is a set of database routines that use extens
ible hashing.
libgdbm-doc - 1.8.3-r5.6 - GNU dbm is a set of database routines that use extens
ible hashing.

../.e/e/fileman/favorites/tmp.desktop

.. f.efeffileman/favorites/home.desktop
../.efef/fileman/Tavorites/root.desktop

=

_Property | value | libgdbm-static - 1.8.3-r5.6 - GNU dbm is a set of database routines that use ext
Marme Connections ensible hashing.
MNumber of children o libgdbm3 - 1.8.3-r5.6 - GNU dbm is a set of database routines that use extensibl
Type Root e hashing.
libosgdbe2 - 2.9.6-rl.5 - OpenSceneGraph osgdb library
libosgdbe3 - .7-r2.6 - OpenScensGraph osgdb library
python-gdbm - 2.6.6-ml12.2.6 - Python GNU Database Support
. root@overo:~/Desktop# opkg install gdbserwver
ro pe r‘t | eS Installing gdbserwver (7.2-r9.8.6) to root...
Downleading http://cumulus.gumstix.org/feeds/unstable/ipk/glibc/armv7a/base/gdbs
erver_7.2-r9.8.6_armv7a.ipk.
Configuring gdbserwver.
root@overo:~/Desktopi# =
| A=
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Different NI supported Processing Technologies

*Floating Point Operations
*Diversity of Tasks
*Parallelism based on n-cores

%“ -D?rect Conngction to |/O for In-Line Processing
*High Parallelism
*High Throughput (fixed-point operations)

n\IIDIA

*Potentially High Throughput and Parallelism (for specific tasks)
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But we need high-bandwidth and low-latency data transfer for

. distributed PX| chassis IV INSTRUMENTS
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Comparing Buses for Data Transfer

- Comparison Vectors:
- Bandwidth: The amount of data that can be transmitted in a given time
- Latency: The time it takes from the first bit to travel from the transmitter to the receiver.

Gigabit 10 Gigabit PCI Express Reflective
Ethernet Ethernet Memory

Bandwidth Good Better Best Good
(60-70MB/s) (600-700MB/s) (3 GB/s) (170 MB/s)

Latency Good Good Best Best
(MmS range) (MmS range) (uS range) (uS range)
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Co-Processing Module
Industry’s First PXI Express Co-Processing Module

* Intel® Core i7-4700EQ processor

* 4 Physical and 8 Logical Cores

« 2xUSB 2.0, 1 x Gigabit Ethernet LAN
ports

« 4GB (1 x4 GB DIMM) dual-channel
1600 MHz DDR3 RAM

« Up to 4GB/s theoretical (2.7 GB/s actual)
bandwidth for data transfer (single
direction)

* 5 micro-second total (SW+HW) latency
between co-processing module and
main CPU
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GPU processing (UPM University)

. Leverage FlexRIO, P2P GPU and NI-RIO Open Source to implement

continuous real time DAQ&Processing systems with minimum CPU
Intervention.

- Develop standardized methodologies to integrate these technologies In
scientific research environments using NDS-EPICS
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Stay Connected During and After NIDays

RO ni.com/community
Bl facebook.com/Nationallnstruments
'] twitter.com/niglobal

@ Youtube.com/nationalinstruments



